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TIMSS 1999 Benchmarking: 
an Overview

 

Michael O. Martin
Ina V.S. Mullis

 

1.1 Introduction

 

TIMSS 1999 represents the continuation of a long series of studies 
conducted by the International Association for the Evaluation of 
Educational Achievement (IEA). Since its inception in 1959, the 
IEA has conducted more than 15 studies of cross-national achieve-
ment in the curricular areas of mathematics, science, language, 
civics, and reading. The Third International Mathematics and Sci-
ence Study (TIMSS), conducted in 1994-1995, was the largest and 
most complex IEA study, and included both mathematics and sci-
ence at third and fourth grades, seventh and eighth grades, and 
the final year of secondary school. In 1999, TIMSS again assessed 
eighth-grade students in both mathematics and science to mea-
sure trends in student achievement since 1995. The results of the 
TIMSS 1999 mathematics assessment are presented in Mullis, 
Martin, Gonzalez, Gregory, Garden, O’Connor, Chrostowski, and 
Smith (2000) and the science assessment in Martin, Mullis, 
Gonzalez, Gregory, Smith, Chrostowski, Garden, and O’Connor 
(2000). Technical aspects of the project are documented in 
Martin, Gregory, and Stemler (2000).

To provide U.S. states and school districts with an opportunity to 
benchmark the performance of their students against that of stu-
dents in the high-performing TIMSS countries, the International 
Study Center at Boston College, with the support of the National 
Center for Education Statistics and the National Science Founda-
tion, established the TIMSS 1999 Benchmarking Study. Through 
this project, the TIMSS mathematics and science achievement 
tests and questionnaires were administered to representative sam-
ples of students in participating states and school districts in the 
spring of 1999, at the same time the tests and questionnaires were 
administered in the TIMSS countries. Participation in TIMSS 
Benchmarking was intended to help states and districts under-
stand their comparative educational standing, assess the rigor 
and effectiveness of their own mathematics and science programs 
in an international context, and improve the teaching and learn-
ing of mathematics and science. Mathematics results for the 
Benchmarking participants are presented in Mullis, Martin, 
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Gonzalez, O’Connor, Chrostowski, Gregory, Garden, and 
Smith (2001), and science results in Martin, Mullis, Gonzalez, 
O’Connor, Chrostowski, Gregory, Smith, and Garden (2001). 
The purpose of this present volume is to describe the technical 
procedures underlying the Benchmarking reports.

 

1.2 Participants in 
TIMSS 
Benchmarking

 

Thirteen states availed of the opportunity to participate in the 
Benchmarking Study. Eight public school districts and six consor-
tia also participated, for a total of fourteen districts and consortia. 
They are listed in Exhibit 1 of the Introduction, together with the 
38 countries that took part in TIMSS 1999.

 

1.3 The Student 
Population

 

TIMSS 1999 had as its target population students enrolled in 
the upper of the two adjacent grades that contained the largest 
proportion of 13-year-old students at the time of testing, which 
was the eighth grade in most countries, including the United 
States. The eighth grade was the target population for all of the 
Benchmarking participants.

 

1.4 Survey 
Administration 
Dates 

 

Since school systems in countries in the Northern and Southern 
Hemispheres do not have the same school year, TIMSS 1999 had 
to operate on two schedules. The Southern Hemisphere coun-
tries administered the survey from September to November, 
1998, while the Northern Hemisphere countries did so from 
February to May, 1999. Data collection among Benchmarking 
participants took place at the time of the U.S. national TIMSS 
data collection.

 

1.5 The TIMSS 1999 
Assessment 
Framework

 

An essential attribute of the TIMSS 1999 Benchmarking study was 
that students in the Benchmarking jurisdictions were presented 
with the same mathematics and science assessment as students 
participating in the international study.

The designers of TIMSS chose to focus on curriculum as a broad 
explanatory factor underlying student achievement (Robitaille 
and Garden, 1996). From that perspective, curriculum was con-
sidered to have three manifestations: what society would like to 
see taught (the intended curriculum), what is actually taught 
(the implemented curriculum), and what the students learn 
(the attained curriculum). This view was first conceptualized for 
the IEA’s Second International Mathematics Study (Travers and 
Westbury, 1989).



 

TIMSS 1999 Benchmarking: an Overview

5

 

Exhibit 1.1 TIMSS 1999 Countries and Benchmarking Participants 

 

Country States

 

Australia Connecticut

Belgium (Flemish) Idaho

Bulgaria Illinois

Canada Indiana

Chile Maryland

Chinese Taipei Massachusetts

Cyprus Michigan

Czech Republic Missouri

England North Carolina

Finland Oregon

Hong Kong, SAR Pennsylvania

Hungary South Carolina

Indonesia Texas

Iran, Islamic Rep.

 

Districts and Consortia

 

Israel Academy School Dist. #20, CO

Italy Chicago Public Schools, IL

Japan Delaware Science Coalition, DE

Jordan First in the World Consort., IL

Korea, Rep. of Fremont/Lincoln/WestSide PS, NE

Latvia (LSS) Guilford County, NC

Lithuania Jersey City Public Schools, NJ

Macedonia, Rep. of Miami-Dade County PS, FL

Malaysia Michigan Invitational Group, MI

Moldova Montgomery County, MD

Morocco Naperville Sch. Dist. #203, IL

Netherlands Project SMART Consortium, OH

New Zealand Rochester City Sch. Dist., NY

Philippines SW Math/Sci. Collaborative, PA

Romania

Russian Federation

Singapore

Slovak Republic

Slovenia

South Africa

Thailand

Tunisia

Turkey

United States
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The three aspects of the curriculum bring together three major 
influences on student achievement. The intended curriculum 
states society’s goals for teaching and learning. These goals 
reflect the ideals and traditions of the greater society and are 
constrained by the resources of the education system. The imple-
mented curriculum is what is taught in the classroom. Although 
presumably inspired by the intended curriculum, actual class-
room events are usually determined in large part by the teacher, 
whose behavior may be greatly influenced by his or her own edu-
cation, training, and experience, by the nature and organiza-
tional structure of the school, by interaction with teaching 
colleagues, and by the composition of the student body. The 
attained curriculum is what the students actually learn. Student 
achievement depends partly on the implemented curriculum and 
its social and educational context, and to a large extent on the 
characteristics of individual students, including ability, attitude, 
interests, and effort.

The organization and coverage of the intended curriculum 
were investigated in TIMSS 1999 through curriculum question-
naires that were completed by National Research Coordinators 
(NRCs) and their curriculum advisors. Data on the imple-
mented curriculum were collected as part of the TIMSS 1999 
survey of student achievement. Questionnaires completed by 
the mathematics and science teachers of the students in the sur-
vey, and by the principals of their schools, provided information 
about the topics in mathematics and science that were taught, 
the instructional methods used in the classroom, the organiza-
tional structures that supported teaching, and the factors that 
were seen to facilitate or inhibit teaching and learning.

The student achievement survey provided data for the study of 
the attained curriculum. The wide-ranging mathematics and 
science tests that were administered to nationally representa-
tive samples of students provided not only a sound basis for 
international comparisons of student achievement, but a rich 
resource for the study of the attained curriculum in each coun-
try. Information about students’ characteristics, and about 
their attitudes, beliefs, and experiences, was collected from 
each participating student. This information was used to iden-
tify the student characteristics associated with learning and 
provide a context for the study of the attained curriculum.
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1.6 Developing the 
TIMSS 1999 
Achievement Tests

 

The TIMSS curriculum framework underlying the mathematics 
and science tests was developed for TIMSS 1995 by groups of 
mathematics educators with input from the TIMSS National 
Research Coordinators (NRCs). As shown in Exhibit 1.2, the cur-
riculum framework contains three dimensions or aspects. The 

 

content

 

 aspect represents the subject matter content of school 
mathematics and science. The 

 

performance expectations

 

 aspect 
describes, in a non-hierarchical way, the many kinds of perfor-
mance or behavior that might be expected of students in school 
mathematics and science. The 

 

perspectives

 

 aspect focuses on the 
development of students’ attitudes, interest, and motivation in 
the subjects. Because the frameworks were developed to include 
content, performance expectations, and perspectives for the 
entire span of curricula from the beginning of schooling through 
the completion of secondary school, not all aspects are reflected 
in the eighth-grade TIMSS assessment.

 

1

 

 Working within the 
framework, mathematics test specifications for TIMSS in 1995 
included items representing a wide range of mathematics topics 
and eliciting a range of skills from the students. The 1995 tests 
were developed through an international consensus process 
involving input from experts in mathematics, science, and mea-
surement, ensuring that the tests reflected current thinking and 
priorities in mathematics and science education.

About one-third of the items in the 1995 assessment were kept 
secure to measure trends over time; the remaining items were 
released for public use. An essential part of the development of 
the 1999 assessment, therefore, was to replace the released 
items with items of similar content, format, and difficulty. With 
the assistance of the Science and Mathematics Item Replace-
ment Committee, a group of internationally prominent mathe-
matics and science educators nominated by participating 
countries to advise on subject matter issues in the assessment, 
over 300 mathematics and science items were developed as 
potential replacements. After an extensive process of review and 
field testing, 114 items were selected as replacements in the 
1999 mathematics assessment.

 

1. The complete TIMSS curriculum frameworks can be found in Robitaille et al., (1993). 
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Exhibit 1.2 The Three Aspects and Major Categories of the Mathematics and
Science Frameworks

 

Exhibit 1.3 presents the five content areas included in the 1999 
mathematics test and the six content areas in science, together 
with the number of items and score points in each area. Distri-
butions are also included for the five performance categories 
derived from the performance expectations aspect of the curric-
ulum framework. About one-fourth of the items were in the 
free-response format, requiring students to generate and write 
their own answers. Designed to take about one-third of stu-
dents’ test time, some free-response questions asked for short 
answers while others required extended responses with students 
showing their work or providing explanations for their answers. 

 

Subject Content Performance
Expectations Perspectives

Mathematics

 

Numbers Knowing Attitudes

Measurement Using Routine
Procedures

Careers

Geometry Investigating and 
Problem Solving

Participation

Proportionality Mathematical
Reasoning

Increasing Interest

Functions, Relations, 
and Equations

Communicating Habits of Mind

Data Representation

Probability and
Statistics

Elementary Analysis, 
Validation and
Structure

 

Science

 

Earth Science Understanding Attitudes

Life Sciences Theorizing, Analyz-
ing, and Solving 
Problems

Careers

Physical Science Using Tools, Routine 
Procedures and
Science Processes

Increasing Interest

History of Science 
and Technology

Investigating the 
Natural World

Safety

Environmental and 
Resource Issues

Communicating Habits of Mind

Nature of Science

Science and Other 
Disciplines
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The remaining questions were in the multiple-choice format. 
Correct answers to most questions were worth one point. Con-
sistent with longer response times for the constructed-response 
questions, however, responses to some of these questions (par-
ticularly those requiring extended responses) were evaluated 
for partial credit, with a fully correct answer being awarded two 
points. The number of score points available for analysis thus 
exceeds the number of items.

 

Exhibit 1.3 Number of Test Items and Score Points by Reporting Category
TIMSS 1999

 

1.7 TIMSS Test Design

 

Not all of the students in the TIMSS assessment responded to all 
of the mathematics items. To ensure broad subject matter cover-
age without overburdening students, TIMSS used a rotated 
design that included both the mathematics and science items 
(Adams and Gonzalez, 1996). Thus, the same students were 
tested in both mathematics and science. The assessment con-
sisted of eight booklets, each requiring 90 minutes of response 
time. Each participating student was assigned one booklet only. 
The mathematics and science items were assembled into 26 

 

Reporting Category Total Number of 
Score Points Score Points

 

Mathematics

 

Fractions and Number Sense 61 62

Measurement 24 26

Data Representation, Analysis
and Probability 21 22

Geometry 21 21

Algebra 35 38 

 

Total

 

162 169

 

Science

 

Earth Science 22 23

Life Science 40 42

Physics 39 39

Chemistry 20 22 

Environmental and Resource Issues 13 14

Scientific Inquiry and the Nature
of Science 12 13

 

Total

 

146 153
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groups or clusters, which were assigned to the student booklets 
in accordance with the design (seven clusters per booklet) so 
that representative samples of students responded to each item 
cluster. In all, the design provided 396 testing minutes, 198 for 
mathematics and 198 for science.

 

1.8 Background 
Questionnaires

 

TIMSS in 1999 administered a broad array of questionnaires both in 
participating countries and Benchmarking jurisdictions to collect 
data on the educational context for student achievement. 

 

Benchmark 
Coordinators

 

 and 

 

National Research Coordinators

 

 from participating 
countries, with the assistance of their curriculum experts, provided 
detailed information on the organization, emphases, and content 
coverage of the mathematics and science curriculum. The 

 

students

 

 
who were tested answered questions pertaining to their attitude 
towards mathematics and science, their academic self-concept, class-
room activities, home background, and out-of-school activities. The 
mathematics and science 

 

teachers

 

 of sampled students responded to 
questions about teaching emphasis on topics in the curriculum 
frameworks, instructional practices, professional training and educa-
tion, and their views on mathematics and science. The heads of 

 

schools

 

 

 

responded to questions about school staffing and resources, 
mathematics and science course offerings, and teacher support.

 

1.9 Translation and 
Verification

 

The TIMSS instruments were prepared in English and translated 
into 33 languages, with 10 of the 38 countries collecting data in 
two languages. In addition, the international versions sometimes 
needed to be modified for cultural reasons, even in the nine 
countries that tested in English. The translation process and its 
verification represented an enormous effort for the national cen-
ters and for the international management team. Even though 
the United States and the Benchmarking participants tested in 
English, it was nonetheless necessary to make minor cultural 
adaptations to reflect U.S. language usage.

 

1.10 Sampling

 

To meet the TIMSS’ sampling standards, the Benchmarking 
sample design had to result in probability samples that gave 
accurately weighted estimates of population parameters in 
each Benchmarking jurisdiction, and for which estimates of 
sampling variance could be computed. Sampling for the 
Benchmarking study was conducted by Westat, following the 
sampling design for the U.S. national TIMSS sample as much 
as possible, but with adaptations to suit the circumstances of 
individual Benchmarking participants.
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The basic sample design for TIMSS 1999 is generally referred to 
as a two-stage stratified cluster sample design. The first stage con-
sisted of a sample of schools, which may be stratified; the second 
stage consisted of a single classroom selected at random from the 
target grade in sampled schools. Large countries like the United 
States added an extra preliminary stage in which school districts 
were sampled first, and then schools within districts.

Although in the second sampling stage the sampling units were 
intact mathematics classrooms, the ultimate sampling units were 
students. Consequently, it was important that each student from 
the target grade be a member of one and only one of the mathe-
matics classes in a school from which the sampled classes were to 
be selected. In most education systems, the mathematics class 
coincided with a science class or classes. In some systems, how-
ever, it may have been the case that some of the students in the 
selected mathematics class were not enrolled in a science class, 
and possibly some students in the science class were not enrolled 
in any mathematics class.

TIMSS 1999 Benchmarking study participants included thirteen 
states, eight public school districts, and six self-defined school con-
sortia. Samples were selected according to a two-stage stratified 
systematic sample design. Schools were selected independently 
within the sampling strata, then classes were selected within 
schools. The student sample consisted of all eligible students 
within the selected classes.

Sampling strata were defined by public/private status, where reg-
ular public, Bureau of Indian Affairs, Department of Defense, 
and state schools were “public”; Catholic, non-Catholic religious, 
and non-religious private schools were “private”. The public 
school target sample size was 50 for states and 25 for districts and 
consortia. If schools from a participating Benchmarking jurisdic-
tion were selected as part of the U.S. sample for the TIMSS 1999 
international study (U.S. national sample), those schools were 
also included in the TIMSS 1999 Benchmarking study sample. 
Target stratum sample sizes were assigned so that the distribution 
of the Benchmarking study sample would be proportional to 
strata eighth grade enrollments.
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1.11 Data Collection

 

Each participating country was responsible for carrying out all 
aspects of the data collection, using standardized procedures 
developed for the study. Training manuals were created for 
school coordinators and test administrators that explained proce-
dures for receipt and distribution of materials as well as for the 
activities related to the testing sessions. As the data collection 
contractor for the U.S. national TIMSS, Westat was fully 
acquainted with the TIMSS procedures, and applied them in 
each of the Benchmarking jurisdictions in the same way as in the 
national data collection.

Each country was responsible for conducting quality control 
procedures and describing this effort in the NRC's report docu-
menting procedures used in the study. In addition, the Interna-
tional Study Center recruited and trained a team of 71 
international quality control monitors to observe the data col-
lection in each country. Quality control monitors visited a sam-
ple of approximately 15 schools in each of the 38 TIMSS 
countries, where they observed testing sessions and interviewed 
school coordinators. In all, a total of 550 testing sessions were 
observed. Reports from monitors indicated a high degree of 
compliance with prescribed procedures.

As a parallel quality control effort for the Benchmarking project, 
the International Study Center recruited and trained a team of 
18 quality control observers, and sent them to observe the data 
collection activities of the Westat test administrators in a sample 
of about 10 percent of the schools in the study (98 schools in all). 
In line with the experience internationally, the observers 
reported that the data collection was conducted successfully 
according to the prescribed procedures, and that no serious 
problems were encountered.

 

1.12 Scoring the Free-
Response Items

 

Because about one-third of the test time was devoted to free-
response items, TIMSS needed to develop procedures for reli-
ably evaluating student responses within and across countries. 
Scoring used two-digit codes with rubrics specific to each item. 
The first digit designates the correctness level of the response. 
The second digit, combined with the first, represents a diagnos-
tic code identifying specific types of approaches, strategies, or 
common errors and misconceptions. Analyses of responses 
based on the second digit should provide insight into ways to 
help students better understand mathematics concepts and 
problem-solving approaches. 
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To ensure reliable scoring procedures based on the TIMSS 
rubrics, the International Study Center prepared detailed 
guides containing the rubrics and explanations of how to use 
them, together with example student responses for each rubric. 
These guides, along with training packets containing extensive 
examples of student responses for practice in applying the 
rubrics, served as a basis for intensive training in scoring the 
free-response items. The training sessions were designed to help 
representatives of national centers who would then be responsi-
ble for training personnel in their countries to apply the two 
digit codes reliably. In the United States, the scoring was con-
ducted by National Computer Systems (NCS) under contract to 
Westat. To ensure that student responses from the Benchmark-
ing jurisdictions were scored in the same way as those from the 
U.S. national sample, NCS had both sets of data scored at the 
same time and by the same scoring staff.

 

1.13 Data Processing

 

To ensure the availability of comparable, high-quality data for 
analysis, TIMSS took rigorous quality control steps to create the 
international database. TIMSS prepared manuals and software 
for countries to use in entering their data, so that the informa-
tion would be in a standardized international format before 
being forwarded to the IEA Data Processing Center in Hamburg 
for creation of the international database. Upon arrival at the 
Data Processing Center, the data underwent an exhaustive 
cleaning process. This involved several iterative steps and proce-
dures designed to identify, document, and correct deviations 
from the international instruments, file structures, and coding 
schemes. The process also emphasized consistency of informa-
tion within national data sets and appropriate linking among 
the many student, teacher, and school data files. In the United 
States, the creation of the data files for both the Benchmarking 
jurisdictions and the U.S. national TIMSS effort was the respon-
sibility of Westat, working closely with NCS. After the data files 
were checked carefully by Westat, they were sent to the IEA Data 
Processing Center, where they underwent further validity 
checks before being forwarded to the International Study 
Center at Boston College. 

 

1.14 IRT Scaling and 
Data Analysis

 

The reporting of the TIMSS achievement data was based prima-
rily on item response theory (IRT) scaling methods. The 
achievement results were summarized using a family of 2-param-
eter and 3-parameter IRT models for dichotomously scored 
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items (right or wrong), and generalized partial credit models for 
items with 0, 1, or 2 available score points. The IRT scaling 
method produces a score by averaging the responses of each stu-
dent to the items in the student’s test booklet in a way that takes 
into account the difficulty and discriminating power of each 
item. The method used in TIMSS includes refinements that 
enable reliable scores to be produced even though individual 
students responded to relatively small subsets of the total mathe-
matics and science item pool. Achievement scales were pro-
duced for each of the five mathematics content areas (fractions 
and number sense, measurement, data representation, analysis, 
and probability, geometry, and algebra) and six science content 
areas (earth science, life science, physics, chemistry, environ-
mental and resource issues, and scientific inquiry and the nature 
of science), as well as for mathematics and science overall. 

The IRT method was preferred for developing comparable esti-
mates of performance for all students, since students answered 
different test items depending upon which of the eight test 
booklets they received. IRT analysis provides a common scale on 
which performance can be compared across countries. Scale 
scores are a basis for estimating mean achievement, permit esti-
mates of how students within countries vary, and give informa-
tion on percentiles of performance. The TIMSS scale was set to 
have an average over those countries that participated in TIMSS 
in 1995 of 500 and a standard deviation of 100. Since the coun-
tries vary in size, each country was weighted to contribute 
equally to the mean and standard deviation of the scale. The 
average and standard deviation of the scale scores are arbitrary 
and do not affect scale interpretation. Students tested in the 
Benchmarking jurisdictions were assigned scores on this scale 
using the TIMSS IRT procedures.

IRT scales were also created for each of the five mathematics and 
six science content areas for the 1999 data. To allow more accu-
rate estimation of summary statistics for student subpopulations, 
the TIMSS scaling made use of plausible-value technology, 
whereby five separate estimates of each student’s score were gen-
erated on each scale, based on the responses to the items in the 
student’s booklet and the student’s background characteristics. 
The five score estimates are known as “plausible values,” and the 
variability between them encapsulates the uncertainty inherent in 
score estimation. 
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1.15 Management and 
Operations

 

Like all previous IEA studies, TIMSS 1999 was essentially a coop-
erative venture among independent research centers around the 
world. While country representatives came together to work on 
instruments and procedures, they were each responsible for con-
ducting TIMSS 1999 in their own country, in accordance with 
the international standards. Each national center provided its 
own funding and contributed to the support of the international 
coordination of the study. The U.S. National Center for Educa-
tion Statistics was the TIMSS national center for the United 
States, with Patrick Gonzales serving as national research coordi-
nator (NRC). Sampling and data collection activities were sub-
contracted to Westat.

TIMSS NRCs were responsible for a range of important activities, 
including: meeting with other NRCs and international project 
staff to review data collection instruments and procedures; con-
ducting all national sampling activities; translating all of the tests, 
questionnaires, and administration manuals into the language of 
instruction of the country; assembling, printing, and packaging 
the test booklets and questionnaires, and shipping the survey 
materials to the participating schools; ensuring that the tests and 
questionnaires were administered in participating schools, either 
by teachers in the school or by an external team of test adminis-
trators, and that the completed test protocols were returned to 
the TIMSS 1999 national center; conducting quality assurance 
site visits to schools during data collection; recruiting and train-
ing individuals to score the free-response questions in the 
achievement tests; recruiting and training data entry personnel 
for creating computerized data files, and conducting the data 
entry operation, using the software provided; and checking the 
accuracy and integrity of the data files before shipping them to 
the IEA Data Processing Center in Hamburg. In addition to their 
role in implementing the TIMSS 1999 data collection proce-
dures, NRCs were responsible for conducting analyses of their 
national data, and for reporting on the results of TIMSS 1999 in 
their own countries.

 

2

 

2. A list of the TIMSS 1999 National Research Coordinators is provided in Appendix A.
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All sampling and data collection activities for the Benchmarking 
project were conducted by Westat, under contract from the 
TIMSS International Study Center at Boston College. Scoring of 
constructed-response achievement items and data entry was car-
ried out be National Computer Systems (NCS) under subcontract 
from Westat.

The TIMSS 1999 International Study Directors, Ina V.S. Mullis 
and Michael O. Martin, were responsible for the direction and 
coordination of both TIMSS 1999 internationally and the Bench-
marking project. The TIMSS International Study Center, located 
at Boston College in the United States, was responsible for man-
aging all aspects of the design and implementation of the studies. 
Several important TIMSS functions, including translation verifi-
cation, sampling, data processing, and scaling, were conducted 
by centers around the world, under the direction of the TIMSS 
International Study Center. The IEA Secretariat, based in Amster-
dam, the Netherlands, coordinated the verification of each coun-
try’s translations and organized the visits of the international 
quality control monitors.The IEA Data Processing Center (DPC), 
located in Hamburg, Germany, was responsible for checking and 
processing both international and Benchmarking data and for 
constructing the international database. The DPC also worked 
with Statistics Canada to develop software to facilitate the within-
school sampling activities. Statistics Canada, located in Ottawa, 
Canada, was responsible for advising NRCs on their sampling 
plans, for monitoring progress in all aspects of sampling, and 
computing the sampling weights. Statistics Canada worked with 
Westat to ensure that all Benchmarking sampling activities were 
in compliance with established TIMSS procedures. Educational 
Testing Service, located in Princeton, New Jersey, was responsible 
for the psychometric scaling of the achievement data from both 
participating TIMSS countries and Benchmarking jurisdictions.

As Sampling Referee, Keith Rust of WESTAT, Inc. (United States), 
worked with Statistics Canada and the NRCs to ensure that sam-
pling plans met the TIMSS 1999 standards, and advised the Inter-
national Study Directors on all matters relating to sampling. 

 

1.16 Summary of the 
Report

 

In chapter 2, Robert Garden and Teresa Smith (subject matter 
coordinators in mathematics and science, respectively) describe 
the development of the TIMSS 1999 mathematics and science 
achievement tests, including the writing of items and scoring 
guides, the item review process, field testing and item analysis, 
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the selection of the final item set, and the test design for the 
main data collection. The TIMSS tests used in the Benchmark-
ing study were identical to those used by the United States in the 
TIMSS 1999 international study.

Ina Mullis, Michael Martin, and Steven Stemler in chapter 3 pro-
vide an overview of the background questionnaires used in 
TIMSS 1999 and the Benchmarking study. This chapter describes 
the conceptual framework and research questions that guided 
development of the questionnaires, and details the contents of 
the curriculum, school, teacher, and student questionnaires 
used in the TIMSS 1999 data collection, noting areas where 
the United States adapted the international versions to 
address issues of particular policy relevance.

In order to conduct the study in the 38 participating countries, it 
was necessary to translate the English versions of the achieve-
ment tests, the student, teacher, and school questionnaires, and 
the manuals and tracking forms into the language of instruction. 
In all, the TIMSS 1999 instruments were translated into 33 lan-
guages. Even where the language of testing was English, as was 
the case for the Benchmarking jurisdictions and the United 
States nationally, adaptations had to be made to suit local lan-
guage usage. In chapter 4, Kathleen O’Connor and Barbara 
Malak describes the procedures that were used to ensure that 
the translations and cultural adaptations made in each country 
produced local versions that corresponded closely in meaning to 
the international versions, and in particular that the items in the 
achievement tests were not made easier or more difficult 
through translation.

The selection of valid and efficient national samples of eighth-
grade students in each country was crucial for the quality and 
success of TIMSS 1999. The international sampling design and 
sampling manual were developed at Statistics Canada by Pierre 
Foy and Marc Joncas, who also worked with participating coun-
tries in consultation with the TIMSS sampling referee to review 
national sampling plans, sampling data, sampling frames, and the 
quality of the national samples. In chapter 5, Pierre Foy and Marc 
Joncas describe the design and implementation of the interna-
tional sampling for TIMSS 1999, paying particular attention to the 
coverage of the target population and to sampling precision 
requirements. They describe the use of stratification and multi-
stage sampling, and illustrate the method used in sampling 
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schools in TIMSS. In addition, the authors describe the imple-
mentation of the sampling design in each of the TIMSS countries, 
including the grades tested, population coverage, exclusion rates, 
sample sizes, and participation rates for schools and students.

All sampling activities for the Benchmarking jurisdictions as well as 
for the U.S. national TIMSS sample were the responsibility of 
Westat. In chapter 6, Jean Fowler, Lou Rizzo, and Keith Rust 
describe the TIMSS 1999 Benchmarking sample design and how it 
relates to the international design set forth in the previous chapter. 
They present details of the stratification variables used, and 
describe school and student participation rates, and the procedure 
used to calculate sampling weights.

As a comparative sample survey of student achievement con-
ducted simultaneously in 38 countries and 27 Benchmarking 
jurisdictions, TIMSS depended crucially on its data collection 
procedures to obtain high-quality data. In chapter 7, Eugenio 
Gonzalez and Dirk Hastedt describe the procedures developed 
for use in each country to ensure that the TIMSS data were col-
lected in a timely and cost-effective manner while meeting high 
standards of survey research. The authors outline the extensive 
list of procedural manuals that describe in detail all aspects of the 
TIMSS field operations, and describe the software systems that 
were provided to participants to help them conduct their data 
collection activities.

In the Benchmarking project, Westat was responsible for all 
aspects of data collection and preparation. In chapter 8, Dward 
Moore describes the field operations conducted by Westat, 
including within-school sampling activities and the administra-
tion of the achievement tests and questionnaires. He also outlines 
the data preparation tasks conducted by NCS under subcontract 
to Westat, including image processing and online scoring of free-
response items, and scanning of test booklets and questionnaires.

A major responsibility of the TIMSS International Study Center 
was to ensure that all aspects of the study were carried out to the 
highest standards. In chapter 9, Kathleen O’Connor and Steven 
Stemler describe the program of quality control site visits to each 
of the Benchmarking states and districts. As part of this program, 



 

TIMSS 1999 Benchmarking: an Overview

19

 

TIMSS recruited and trained a team of quality control monitors 
to conduct the site visits. These monitors visited a sample of 
schools taking part in the study to interview the School Coordina-
tor and Test Administrator and to observe the test administration. 

To ensure the availability of comparable, high-quality data for 
analysis, TIMSS took rigorous quality control steps to create the 
international database and its Benchmarking counterpart. Upon 
arrival at the IEA Data Processing Center, data from each coun-
try underwent an exhaustive cleaning process. That process 
involved several iterative steps and procedures designed to iden-
tify, document, and correct deviations from the international 
instruments, file structures, and coding schemes. Following data 
cleaning and file restructuring, sampling weights and scale 
scores were merged into the international database by the DPC. 
The Benchmarking data was subject to the same set of quality 
control checks. Throughout, the International Study Center 
monitored the process and managed the flow of data. In chapter 
10, Dirk Hastedt, Oliver Neuschmidt, and Eugenio Gonzalez 
describe the procedures for cleaning and verifying the TIMSS 
international and Benchmarking data and for constructing the 
databases used for analysis and reporting.

The statistics presented in the TIMSS 1999 Benchmarking 
reports are estimates of student performance based on probabil-
ity samples of eighth-grade students, with each student respond-
ing to just a segment of the whole mathematics and science 
assessment. In chapter 11, Eugenio Gonzalez and Pierre Foy 
describe the jackknife procedure used in TIMSS to estimate the 
standard errors associated with each statistic presented in the 
Benchmarking reports.

Before scaling the TIMSS data to produce achievement scores, 
summaries of students’ responses to each individual item were 
thoroughly checked by the IEA Data Processing Center, the 
International Study Center, and the national centers. The 
national centers were contacted regularly and given repeated 
opportunities to review the data for their countries. In chapter 
12, Ina Mullis and Michael Martin describe the procedures used 
at the International Study Center to review item statistics for 
every mathematics and science item in each country to identify 
potentially problematic items. Item statistics also were calcu-
lated for every item for each of the Benchmarking participants, 
and were subjected to the same review process.
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The complexity of the TIMSS test design and the requirement to 
make comparisons between countries and between 1995 and 1999 
led TIMSS to use item response theory methods in the analysis of 
the achievement results. In chapter 13, Kentaro Yamamoto and 
Ed Kulick describe the scaling method and procedures Educa-
tional Testing Service used to produce the TIMSS 1999 achieve-
ment scores, including the estimates of international item 
parameters and the derivation and use of plausible values to pro-
vide estimates of student proficiency. The international item 
parameters and the same methodological approach were applied 
also to the data from the Benchmarking jurisdictions.

To enrich the description of student mathematics and science 
achievement, TIMSS identified the 90

 

th

 

, 75

 

th

 

, 50

 

th

 

, and 25

 

th

 

 interna-
tional percentiles as benchmarks with which student performance 
could be compared. In chapter 14, Kelvin Gregory and Ina Mullis 
outline the scale anchoring procedure undertaken by TIMSS 1999 
to provide detailed descriptions of what mathematics and science 
students scoring at these international benchmarks know and can 
do. The international percentiles were also used in reporting the 
Benchmarking data.

The data in the TIMSS 1999 international and Benchmarking 
reports are presented mainly using basic descriptive statistics such 
as averages and percentages. However, because of the complexity of 
the data, especially the use of plausible values as measures of stu-
dent achievement, the calculation of even simple statistics is not 
straightforward. In chapter 15, Eugenio Gonzalez and Kelvin 
Gregory describe how these analyses were conducted, paying partic-
ular attention to multiple comparisons between average scores, 
standard errors for differences, and the relative performance of 
countries and jurisdictions across mathematics and science content 
areas. They also describe the calculation of the international per-
centiles that were used as international benchmarks, and how the 
percentages of students reaching each benchmark were computed. 

TIMSS 1999 collected an enormous amount of data on educa-
tional contexts from students, teachers, and school principals, as 
well as information about the intended curriculum. In chapter 
16, Teresa Smith describes the analysis and reporting of these 
background data in the Benchmarking reports - the development 
of the plans for the reports, the construction of composite 
indices, the review procedures, and special issues in reporting, 
such as response rates and reporting teacher data.
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1.17 Summary

 

This technical report provides an overview of the main features 
of the TIMSS 1999 Benchmarking project and summarizes the 
technical background of the study. The development of the 
achievement tests and questionnaires, the sampling and opera-
tions procedures, the procedures for data collection and quality 
assurance, the construction of the international database, 
including sampling weights and proficiency scores, and the 
analysis and reporting of the results are all described in suffi-
cient detail to enable the reader of the Benchmarking reports 
to have a good understanding of the technical and operational 
underpinning of the study.
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Robert A. Garden
Teresa A. Smith

 

2.1 Overview

 

The mathematics and science achievement tests used to measure 
achievement in the TIMSS benchmarking project were identical 
to those used by the United States as part of the international 
data collection for TIMSS 1999. This chapter describes how the 
1999 tests followed the same design and used many of the same 
items as the TIMSS 1995 assessment, how the items released into 
the public domain following the 1995 assessment were replaced 
for 1999, and the procedure for field testing the replacement 
items and reviewing the results.

To provide as much information as possible about the nature and 
scope of the 1995 TIMSS achievement tests, almost two-thirds of 
the test items were released to the public. The remaining one-
third were kept secure as a basis for accurately measuring trends 
in student achievement from 1995 to 1999. Releasing most of the 
1995 items enabled more meaningful reports, both national and 
international, to be published and also provided information for 
secondary research. But it also meant that students in the TIMSS 
1999 samples may have been exposed to these items, which 
necessitated the development of new mathematics and science 
items for TIMSS 1999. 

The challenge for TIMSS 1999 was to develop tests containing 
replacement items that were similar in subject matter content and 
expectations for student performance to those released in 1995, to 
be used alongside the secure items from 1995. This would provide 
a reliable and informative assessment of student achievement in 
mathematics and science in 1999, comparable in scope and cover-
age to the 1995 assessment, while also providing a valid measure of 
the changes in achievement since 1995.

 

1. This chapter was mainly reproduced from Garden & Smith (2000) from the interna-
tional technical report for TIMSS 1999 (Martin, Gregory, & Stemler, 2000).
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This chapter describes the TIMSS 1999 test development, includ-
ing the development and construction of the replacement items, 
the item review process, field testing and item analysis, selection 
of the final item set, scoring guide development, and the result-
ing main survey test design. The new mathematics and science 
assessments maintained the same distribution of items and test-
ing time across content areas, performance expectations, and 
item formats that were specified in the TIMSS framework

 

2

 

 for the 
1995 assessment.

 

2.2 Development of 
Replacement Items

 

The major goal of test development was to produce a test that 
would parallel TIMSS 1995 in overall structure and content. The 
strategy used was to treat the 1995 items as a representative sample 
from the “pool” of all possible items within the defined test 
domain and to select new items from this pool with the same sub-
domains as the released items from TIMSS 1995. In practice, each 
released item was evaluated to define its subdomain (i.e., mathe-
matics or science content, performance expectation, item format, 
and difficulty level), and a set of potential replacement items from 
the same subdomain was then created. This method ensured that 
the final test, comprising the nonreleased and replacement items, 
covered the same test domain as TIMSS 1995. The approach is 
described in further detail in the following sections.

 

2.2.1 Replacement of Item Clusters

 

In the 1995 TIMSS assessment, mathematics and science items 
were organized into 26 clusters, labeled A to Z. These clusters 
were rotated through eight student test booklets, with five or 
seven clusters in each book, according to the scheme shown in 
Exhibit 2.1 (Adams & Gonzalez, 1996). The same booklet design 
was used in TIMSS 1999. Clusters A through H, of multiple-
choice items only, each took about 12 minutes of testing time in 
both mathematics and science. Clusters I through R each took 22 
minutes of testing time and contained a mixture of multiple-
choice and free-response items in both mathematics and science. 
Clusters S through V for mathematics, and W through Z for sci-
ence, contained free-response items and each took 10 minutes of 
testing time. 

2. The curriculum frameworks for TIMSS 1995 (Robitaille et al., 1993) resulted from an 
exhaustive analysis of the mathematics and science curricula of countries participating 
in that study. Specifications for the TIMSS tests were based on these curriculum frame-
works. Mathematics and science content formed one dimension of the specifications, 
and performance expectations the other. 
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Items in clusters A-H were kept secure for future use in trend 
studies, and the remaining 18 clusters (I-Z) were released to the 
public. The secure clusters A-H were used in TIMSS 1999 exactly 
as in TIMSS 1995. The 103 mathematics and 87 science items 
released in 1995 were replaced with similar items. Replacement 
items retained the same format, assessed the same basic content 
area and performance expectation and, as nearly as possible 
matched the difficulty level of the 1995 items.

2.2.2 Construction of Replacement Items

An initial pool of over 300 science and mathematics items, with 
scoring guides, was developed as potential replacement items, 
with most TIMSS 1995 released items having at least two possible 
replacements. Item development took place from July to Novem-
ber 1997. Replacement items and scoring guides for science were 
developed by Teresa Smith and Christine O’Sullivan, science 
coordinator and science consultant, respectively, and by the 
National Foundation for Educational Research in England and 
Wales. Robert Garden and Chancey Jones, mathematics coordi-
nator and mathematics consultant, respectively, developed the 
mathematics items and scoring guides.

While each mathematics replacement item was to present stu-
dents with a task similar to that in the corresponding 1995 item, 
care was taken not to make it so similar as to favor students who 
had encountered the original item. Replacement items were 
designed not only to satisfy the original content and performance 
expectation requirements but, wherever possible, to cue students 
to similar reasoning or preferred methods of solution, and were 
written in the same format as the original.3 For multiple-choice 
items, when feasible, each distracter was designed to depend on 
the same faulty reasoning, miscalculation, or misconception as in 
the original item.

3. Item formats included multiple-choice, short-answer, and extended-response. Short-
answer items require a numerical response, a short factual statement or sentence, or 
the completion of a table or sketch. Extended-response items require students to inter-
pret text or diagrams to describe or explain procedures, processes, or mathematics and 
scientific concepts.
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Exhibit 2.1 Assignment of Item Clusters to Student Test Booklets* — 
TIMSS 1995 and 1999

* Numbers in the cells indicate the position of the cluster within the booklet. For example, cluster A was the second 
cluster in each of the eight booklets.

Cluster Type Cluster 
Label

Booklet

1 2 3 4 5 6 7 8

Core Cluster (12 minutes)
(Mathematics and Science Items -
Multiple-Choice)

A 2 2 2 2 2 2 2 2

Focus Clusters (12 minutes)
(Mathematics and Science Items -
Multiple-Choice)

B 1 5 3 1

C 3 1 5

D 3 1 5

E 5 3 1

F 5 3 1

G 5 3 1

H 5 3 1

Breadth Clusters (22 minutes)
(Mathematics and Science Items - 
Multiple-Choice and Free-Response)

I 6

J 6

K 6

L 6

M 6

N 6

O 6

P 6

Q 3

R 5

Mathematics Free-Response 
Clusters (10 minutes)

S 4

T 7 4

U 7 4

V 7 4

Science Free-Response Clusters 
(10 minutes)

W 4 7

X 7 4

Y 7 4

Z 7
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Item-by-item matching of the science items was more difficult 
because of more specific topic area knowledge, which affected 
both the nature and difficulty of the item. While general skills 
can be assessed with a number of very similar items, specific topic 
area knowledge is more difficult to replicate in different contexts. 
In writing science replacement items, the main goal was to cover 
the same general content area knowledge that was defined in the 
TIMSS 1995 framework. For many of the original science items, 
quite similar replacement items could be generated. For others, 
while the same general science content area was maintained, the 
specific topic area, performance expectation, and difficulty of the 
1999 item may have been altered somewhat.

In addition to the replacements for released items from TIMSS 
1995, several new science items were written in the areas of Envi-
ronmental and Resource Issues and Scientific Inquiry and the Nature of 
Science. This was done to expand the item pool and permit the 
results in these two content areas to be reported separately for 
TIMSS 1999 (see section 2.5 for a discussion of the final TIMSS 
1999 science test).

2.2.3 Scoring Guides for Free-Response Items

The TIMSS 1999 item replacement efforts focused heavily on 
developing free-response items, questions to which students 
were asked to construct their own answers. Because creating 
such questions and scoring guides that work well in an interna-
tional context is quite difficult, many more free-response items 
and scoring guides were developed and included in the field test 
than were required for the main survey. Exhibit 2.2 presents the 
number of free-response and multiple-choice questions included 
in the field test.

Exhibit 2.2 Number of Free-Response and Multiple-Choice Items in the TIMSS 1999 
Field Test

In TIMSS 1995 and TIMSS 1999 both short-answer and extended-
response items were scored using two-digit codes with rubrics spe-
cific to each item (Lie, Taylor, and Harmon, 1996). The first digit 
designates the correctness level of the response. The second digit, 

Area Free-Response Multiple-Choice Total

Mathematics 38 108 146

Science 53 78 131

Total 91 186 277
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combined with the first, represents a diagnostic code used to iden-
tify specific approaches or strategies, or common errors and mis-
conceptions. The general scoring scheme used for a two-point and 
a one-point item in TIMSS 1995 is shown in Exhibit 2.3.

Exhibit 2.3 TIMSS Two-Digit Scoring Scheme for Free-Response Items

In TIMSS 1999, the same scoring scheme was retained with 
minor modifications. The use of code 76 for responses that 
merely repeated information in the stem of the item was discon-
tinued for TIMSS 1999. Code 90 was also deleted, and responses 
in this category were coded as 79. For both surveys, the second-
digit codes of seven and eight were reserved for nationally-
defined diagnostic codes used by the national centers to monitor 
the occurrence of certain common response types in individual 
countries that were not already captured with the internationally-

Two-Point Item Codes One-Point Item Codes

Code Definition Code Definition

20 fully-correct response; 
answer category/method #1 10 correct response; 

answer category/method #1

21 fully-correct response; 
answer category/method #2 11 correct response; 

answer category/method #2

22 fully-correct response; 
answer category/method #3 12 correct response; 

answer category/method #3

29 fully-correct response; 
some other method used 19 correct response; 

some other method used

10 partially-correct response; 
answer category/method #1 70 incorrect response; 

common misconception/error #1

11 partially-correct response; 
answer category/method #2 71 incorrect response; 

common misconception/error #2

12 partially-correct response; 
answer category/method #3 76 incorrect response; 

information in stem repeated

19 partially-correct response; 
some other method used 79 incorrect response; 

some other error made

70 incorrect response; 
common misconception/error #1 90 crossed out/erased, illegible, 

or impossible to interpret

71 incorrect response; 
common misconception/error #2 99 Blank

76 incorrect response; 
information in stem repeated

79 incorrect response; 
some other error made

90 crossed out/erased, illegible, 
or impossible to interpret

99 Blank
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defined diagnostic codes. In processing the data for the interna-
tional database, these country-specific codes were recoded to the 
“other” response category (second digit nine) at the appropriate 
score level.

2.2.4 Item Review 

Once drafted, the proposed replacement items and scoring 
guides were reviewed by the subject-matter coordinators, the 
mathematics and science consultants, International Study Center 
staff, the Subject Matter Item Replacement Committee 
(SMIRC)4, and the national research coordinators (NRCs). The 
items were evaluated individually by the mathematics and science 
coordinators, consultants, and International Study Center staff to 
check that each addressed its intended objective. Any technical 
deficiencies found were rectified. In addition, some possible 
sources of bias due to cultural, national, or gender differences 
were eliminated. Three item development and review meetings 
of the item writers and International Study Center staff were held 
during October and November, 1997.

2.2.5 Subject Matter Item Replacement Committee 

An international committee of mathematics and science experts 
was formed to scrutinize the initial pool of items and make sug-
gestions for revisions, select items from the item pool for the field 
test, review the item statistics from the field test, and select final 
test items for the main survey. The SMIRC consisted of promi-
nent mathematics and science educators nominated by partici-
pating countries, and thus represented a variety of nations and 
cultures. The committee was responsible for ensuring that items 
were mathematically and scientifically accurate and could be 
readily translated into the many languages and cultural contexts 
of the study. The committee contributed greatly to the quality of 
the item pool and played a critical role in identifying and modify-
ing or deleting items that had the potential for cultural or 
national bias.

At its first meeting in November 1997, the committee met to 
review, revise, and select the items for the field test. Committee 
members were asked to consider whether each item was a rea-
sonable replacement for the original item in terms of the con-
tent measured, and whether the answer key or scoring guide for 
the item was appropriate. A high-quality item needed to be 

4. See Appendix A for a list of the members.
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unambiguous in meaning, with appropriate reading demands, 
clear graphics, and a defensible key or scoring guide. For free-
response items, a good scoring guide needed to capture major 
student responses with a clear distinction between score points. 
The committee review resulted in a number of improvements in 
both the items and scoring guides.

Selecting items for the field test also demanded the committee’s 
expertise. The time available in the field test precluded piloting 
two candidate replacement items for every TIMSS 1995 released 
item. It was therefore necessary to distinguish between proposed 
items that were almost certain to be effective replacements (“pre-
ferred” items) and less certain replacements (“alternate” items). 
For every item released in 1995, one preferred replacement item 
was selected to be field-tested. In addition, for about 40% of the 
released items, a second alternate item was field-tested in case the 
preferred replacement did not perform well. The judgment of 
the committee was important in identifying items most likely to 
be effective replacements and those for which alternates should 
also be field-tested. 

2.3 Field Test A total of 277 potential replacement items were selected for the 
field test, including 190 preferred replacements and 87 alter-
nates. These items were organized into five booklets and adminis-
tered to approximately 200 students in each of 31 countries. The 
following sections describe the item analyses of results from the 
field test and the process used to select items for the main survey 
based on these results.

2.3.1 Field-Test Item Analyses

International item analysis of the field test results was used to 
help review and select the mathematics and science items for the 
main survey. Item statistics were computed to determine the diffi-
culty of each item, how well items discriminated between high- 
and low-performing students, the reliability of the scoring of free-
response items, and whether there were any biases for or against 
any particular country, or in favor of boys or girls. These statistics 
also included the response distributions across multiple-choice 
options or across diagnostic response codes for the free-response 
items. The results of these analyses were summarized in data 
almanacs that were used to review the field test results. 
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International Study Center Review

Field-test item statistics were reviewed in several phases. By June 
19, 1998, preliminary field-test results for 12 countries had been 
analyzed as a trial run. The International Study Center staff 
reviewed these data for each item in both mathematics and sci-
ence. A second preliminary analysis for 20 countries was com-
pleted July 1-2, 1998. The results were again reviewed by 
International Study Center staff on July 6-8, 1998. These reviews 
identified specific problems in items and item translations. In a 
few instances, the translated versions of the field test were com-
pared with the international version and found to diverge. Dis-
crepancies included changes in the meaning of the question, 
altered graphics, and changed order of response options. These 
issues were taken into account when the field-test data were 
reviewed and test questions for the main survey selected. In addi-
tion, the comment sheets that NRCs were asked to submit, 
reporting field-test items and scoring guides found to be prob-
lematic in their country, were reviewed. Such feedback clarified 
problems with specific items and with the use of the free-
response scoring guides. These comments, problems, and sug-
gestions were organized into a database and used during each 
phase of item review.

Subject Matter Item Replacement Committee Review

International Study Center staff met with the committee July 15-
17, 1998, in London, England, to review the results of the field 
test and to identify the best replacement items for the main 
TIMSS 1999 survey. Item statistics for 21 countries were available 
at that time. Materials containing TIMSS 1995 released items, 
TIMSS 1999 field-test items, field-test scoring guides, field-test 
item analysis results, and suggestions from NRCs were compiled 
for the review. The committee reviewed the field-test item analysis 
results, suggested some item and scoring guide revisions, and 
proposed items for the main survey.

NRC Review

At the third NRC Meeting in Boston, Massachusetts, in August 
1998, NRCs reviewed the items selected by the SMIRC for the 
main survey, the scoring guides, and the data almanacs from the 
field test. Data from 29 countries were available. NRCs accepted 
the main survey items subject to agreed-upon editing and modifi-
cations incorporated by the International Study Center.
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2.3.2 Selection of Items for the Main Survey

The results from the field test indicated that the pool of replace-
ment items was of high quality. Of the 277 field test-items, 202 
were selected for the main survey.5 Some 80% of the mathematics 
items chosen were used unchanged in the main survey, and only 
minor revisions were made to the others. Similarly, 75% of the 
science items chosen were left essentially unchanged. Revisions 
made included improving the clarity and print quality of graphics 
and drawings, clarifying item stems, and modifying distracters 
that were selected by very few students.

2.3.3 Revising the Scoring Guides

The TIMSS International Study Center used information col-
lected in the field test to revise the scoring guides. Although 
analyses of the reliability of the free-response scoring in the field 
test showed substantial agreement between scorers in each coun-
try, they also identified some scoring guides that needed revision 
and areas where improvements were desirable. Revisions to the 
scoring guides included:

• Deleting categories with few responses

• Adding categories with frequent responses as reported by 
the NRCs

• Clarifying or sometimes combining less reliable categories

• Including additional international examples of student 
responses supplied by NRCs to illustrate the various 
diagnostic codes

Particular attention was given to the number of score points 
awarded to each item or part of an item, and to improving scoring 
reliability. Consistent with the approach used in TIMSS 1995, 
some free-response items were awarded one point, others two 
points, and some had more than one part, each worth one or two 
points. In general, one point was allocated for short-answer items 
(essentially scored correct or incorrect) that required students to 
provide a brief response to a question. In mathematics, these 
questions usually called for a numerical result; in science, they 
usually required a one- or two-sentence explanation or factual 
description. In both subjects, two-point items were those 
demanding more than a numerical or short written response. In 

5. Nearly all items selected for the main survey had international mean discrimination 
indices above 0.3.
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mathematics, students were asked to show their work or explain 
their methods, and these explications were taken into account in 
scoring. In science, the two-point items required a fuller explana-
tion demonstrating knowledge of science concepts. The distinc-
tion between the one- and two-point items was sometimes hazy in 
science, and for some two-point field-test items, the field-test data 
suggested little discrimination between the two score points.

Generalized scoring guides were developed for TIMSS 1999 to 
clarify the types of responses that would merit two points vs. only 
one point. The generalized scoring guides for mathematics are 
presented in Exhibit 2.4 and those for science in Exhibit 2.5.

Exhibit 2.4 TIMSS 1999 Mathematics Generalized Scoring Guide

Score Points for Extended-Response Items

2 Points:
A two-point response is complete and correct. The response demonstrates a thorough understanding of the 
mathematical concepts and/or procedures embodied in the task.
• Indicates that the student has completed the task, showing mathematically sound procedures
• Contains clear, complete explanations and/or adequate work when required

1 Point:
A one-point response is only partially correct. The response demonstrates only a partial understanding of the 
mathematical concepts and/or procedures embodied in the task.
• Addresses some elements of the task correctly but may be incomplete or contain some procedural or 

conceptual flaws
• May contain a correct solution with incorrect, unrelated, or no work and/or explanation when required
• May contain an incorrect solution but applies a mathematically appropriate process

0 Points:
A zero-point response is completely incorrect, irrelevant, or incoherent.

Score Points for Short-Answer Items

1 Point:
A one-point response is correct. The response indicates that the student has completed the task correctly.

0 Points:
A zero-point response is completely incorrect, irrelevant, or incoherent.
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Exhibit 2.5 TIMSS 1999 Science Generalized Scoring Guide

The revised scoring guides were thoroughly reviewed by the 
Subject Matter Item Review Committee at its second meeting in 
London, July 1998, and further refinements were made. They 
were then reviewed by NRCs at their third meeting in Boston, 
August 1998. In general, NRCs agreed that the revisions reflected 
their comments. A few last suggestions were made before the 
scoring guides were issued for use in training in the Southern 
Hemisphere countries in Wellington, New Zealand, in October 
1998. During this first training session, a few additional revisions 
were made. These were incorporated in the final TIMSS 1999 
scoring guides used during scoring training for the Northern 
Hemisphere countries in February 1999.

2.4 Training Country 
Representatives for 
Free-Response 
Scoring

At both the first (Amsterdam) and second (Berlin) meetings of 
the NRCs, the International Study Center provided training in 
TIMSS procedures for free-response scoring. During plenary ses-
sions, all of the NRCs were introduced to the TIMSS scoring 
approach. They learned about the significance of the first and 
second digits in the TIMSS codes – that the first digit is a correct-
ness score, and that the second digit, when combined with the 
first, provides diagnostic information about the type of response. 
Other topics covered included the importance of maintaining 
high reliability in scoring, the necessary qualifications of the 
scorers, the process for training scorers in each country, and the 

Score Points for Extended-Response Items

2 Points:
A two-point response is complete and correct. The response demonstrates a thorough understanding of the 
science concepts and/or procedures embodied in the task.
• Indicates that the student has completed all aspects of the task, showing the correct application of scientific 

concepts and/or procedures
• Contains clear, complete explanations and/or adequate work when required

1 Point:
A one-point response is only partially correct. The response demonstrates only a partial understanding of the 
scientific concepts and/or procedures embodied in the task.
• Addresses some elements of the task correctly but may be incomplete or contain some procedural or 

conceptual flaws
• May contain a correct answer but with an incomplete explanation
• May contain an incorrect answer but with an explanation indicating a correct understanding of some of 

the scientific concepts

0 Points:
A zero-point response is seriously inaccurate or inadequate, irrelevant, or incoherent.

Score Points for Short-Answer Items

1 Point:
A one-point response is correct. The response indicates that the student has completed the task correctly.

0 Points:
A zero-point response is completely incorrect, irrelevant, or incoherent.
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scope of work involved for the entire free-response scoring 
effort. NRCs who had participated in TIMSS 1995 shared infor-
mation about the time required to score the free-response items. 
NRCs were also trained in the procedures for actual free-
response scoring and for the within-country reliability studies.

Training procedures used the same “train-the-trainers” approach 
that had produced highly reliable scores in TIMSS 1995 (see 
Mullis & Smith, 1996). Personnel who were to be responsible for 
training scorers in each country participated in training sessions 
for the field test and for the main survey. In these training ses-
sions, the TIMSS 1999 scoring approach was reviewed. Partici-
pants then were trained on a subset of the mathematics and 
science free-response items representing a range of situations 
that would be encountered in the scoring and included many of 
the items with the most complicated scoring guides. The follow-
ing procedures were followed for each item: 

• Participants read the item and its scoring guide

• Trainers discussed the rationale and method of the scoring 
guide

• Trainers presented and discussed a set of prescored example 
student responses illustrating the diagnostic codes and the 
rationale used to score the responses

• Participants scored a set of 10-30 practice student responses

• Trainers led group discussion of the scores given to the prac-
tice responses, with the aim of having all participants reach a 
common understanding

The purpose of the training sessions was to present a model for 
use in each country and to provide practice with the most diffi-
cult items. For example, NRCs learned how to select example 
responses and create training practice sets. They also learned the 
process for training. At the international training sessions, the 
participants received scoring guides, manuals, and packets of 
example and practice papers for each of item covered in the 
training. The training teams emphasized the need for the NRCs 
to prepare comparable materials for training in their own coun-
try, including all of the free-response items rather than only the 
sample included in the international training sessions. In addi-
tion, it was pointed out that for more difficult items and scoring 
guides, as many as 50 example and practice responses might be 
needed to help scorers reach a high degree of reliability.
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For the field test, scoring training was conducted for 10 mathe-
matics items and 12 science items. At the Berlin NRC meeting, 
NRCs and/or their scoring coordinators participated in a two-day 
training session. Using a round-robin scheme, half of the NRCs 
were trained first on mathematics items and then on science 
items, while the other half were trained first on science items and 
then on mathematics items. The training was done by the subject-
area coordinators and consultants with support from Interna-
tional Study Center staff. During the field-test training sessions, 
the NRCs made many good suggestions for improving the con-
tent and clarity of the scoring guides. The revisions were made 
before the field-test scoring guides were assembled into the final 
manual and distributed to the countries participating in the 
TIMSS 1999 field test.

The experience gained from the field test was also used to inform 
the design of the free-response scoring training sessions for the 
main survey. After the field-test training, both the training staff 
and NRCs indicated that additional training time would be desir-
able, particularly for the science items. Therefore, the two-day 
training format used in the field test (one day for mathematics 
and one day for science) was expanded to three days, allotting 
one day for mathematics and two for science. This format permit-
ted training on 26 free-response items, 7 in mathematics and 19 
in science. These 26 items represented nearly all of those identi-
fied in the field test as being most problematic to score. Feedback 
from NRCs and review of the field-test scoring reliability results 
were essential in identifying the items to use in the training. In 
addition, an international set of student papers from the field 
test was collected from NRCs for use in the training, giving 
more experience with the types of responses and student 
language encountered.

Two scoring training sessions were conducted for the main sur-
vey. The first was held in October, 1998, for scoring trainers for 
countries (mainly Southern Hemisphere countries) where the 
TIMSS 1999 tests would be administered near the end of 1998. 
The second was held in February, 1999, for countries where the 
tests would be administered around April, 1999. In contrast to 
the field test, all NRCs and scoring coordinators participated as 
a single group. Scoring guides used for the main survey ses-
sions reflected refinements made in light of field test data and 
comments from NRCs.
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2.5 Main Survey Test 
Design

The item development, review, and field-test process achieved the 
desired goal of replacing the TIMSS 1995 items released to the 
public with new items that had similar characteristics. For both 
mathematics and science, coverage by content area reporting cat-
egory in TIMSS 1999 was very similar to that in TIMSS 1995. 
TIMSS 1999 was modified in some respects, however, in order to 
improve the stability of trend comparisons. In mathematics, 
TIMSS 1995 had six reporting categories, including Proportionality, 
with only 11 items in this content area. For TIMSS 1999 reporting, 
these items were allocated to other content categories, mainly 
Fractions and Number Sense. In TIMSS 1995, there were five science 
reporting categories; Environmental Issues and the Nature of Science 
was included as a combined reporting category, with 14 items. For 
TIMSS 1999, an additional 11 items were developed, permitting 
the reporting of achievement results separately for the content 
areas of Environmental and Resource Issues and Scientific Inquiry and 
the Nature of Science.

Exhibits 2.6 and 2.7 show the number of items by item type and 
the associated maximum number of score points for each of the 
content-based reporting categories for the TIMSS 1999 test. Since 
some of the free-response items were evaluated for partial credit 
with a maximum of two points, the number of score points may 
exceed the number of items.

Exhibit 2.6 Number of TIMSS 1999 Test Items and Score Points by Type and Reporting 
Category —Mathematics

Reporting Category

Item Type
Number 
of Items

Score 
PointsMultiple- 

Choice
Short- 

Answer
Extended- 
Response

Fractions and Number Sense 47 11 3 61 62

Measurement 15 4 5 24 26

Data Representation, Analysis 
and Probability 19 1 1 21 22

Geometry 20 1 - 21 21

Algebra 24 4 7 35 38 

Total 125 21 16 162 169
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Exhibit 2.7 Number of TIMSS 1999 Test Items and Score Points by Type and Reporting 
Category—Science

The TIMSS 1999 final test items were organized into the 26 
main survey item clusters (A-Z) and assigned to eight different 
test booklets using the rotated test design of the original TIMSS 
study. Assignment to item clusters generally followed the origi-
nal design, with most of the replacement items being assigned 
to the same cluster as the released 1995 items they were replac-
ing. In TIMSS 1999, the final test contained four more mathe-
matics items and eight more science items than the 1995 test. 
These extra 12 items were incorporated in the item clusters so 
that each booklet included one or two of them. Experience with 
TIMSS 1995 indicated that students would still have ample time 
to complete the test.

Exhibits 2.8 and 2.9 present the distribution of items in each con-
tent area across the eight test booklets for mathematics and 
science, respectively.

Reporting Category

Item Type
Number 
of Items

Score 
PointsMultiple-

Choice
Short- 

Answer
Extended- 
Response

Earth Science 17 4 1 22 23

Life Science 28 7 5 40 42

Physics 28 11 - 39 39

Chemistry 15 2 3 20 22 

Environmental and Resource 
Issues 7 2 4 13 14

Scientific Inquiry and the 
Nature of Science 9 2 1 12 13

Total 104 28 14 146 153
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Exhibit 2.8 Number of TIMSS 1999 Items in Each Booklet by Subject Matter Content 

Category—Mathematics 

Exhibit 2.9 Number of TIMSS 1999 Items in Each Booklet by Subject Matter Content 
Category—Science

The corresponding maximum number of score points in each 
booklet by mathematics and science reporting categories is 
shown in Exhibits 2.10 and 2.11.

Content Category
Booklet

1 2 3 4 5 6 7 8

Fractions and Number Sense 16 12 15 12 15 12 14 18

Measurement 9 5 9 4 7 4 3 4

Data Representation, Analysis, and 
Probability 5 4 4 6 7 6 7 5

Geometry 5 6 6 3 6 4 5 5

Algebra 10 6 8 9 8 7 10 9

Total 45 33 42 34 43 33 39 41

Content Category
Booklet

1 2 3 4 5 6 7 8

Earth Science 7 7 6 6 5 6 8 6

Life Sciences 8 10 9 14 7 12 8 9

Physics 12 12 10 10 9 11 9 11

Chemistry 3 4 4 4 5 9 4 4

Environmental and Resource Issues 3 8 3 3 3 3 7 5

Scientific Inquiry and the Nature of Science 2 2 2 2 1 2 2 2

Total 35 43 34 39 30 43 38 37
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Exhibit 2.10 Maximum Number of TIMSS 1999 Score Points in Each Booklet by Subject 
Matter Content Category—Mathematics 

Exhibit 2.11 Maximum Number of TIMSS 1999 Score Points in Each Booklet by Subject 
Matter Content Category—Science

Content Category
Booklet

1 2 3 4 5 6 7 8

Fractions and Number Sense 16 12 16 12 16 12 14 18

Measurement 9 5 11 4 9 4 3 4

Data Representation, Analysis and 
Probability 5 4 4 6 8 6 8 5

Geometry 5 6 6 3 5 4 5 5

Algebra 12 6 9 9 9 7 11 9

Total 47 33 46 34 47 33 41 41

Content Category
Booklet

1 2 3 4 5 6 7 8

Earth Science 7 7 6 6 5 7 8 6

Life Science 8 10 9 15 7 13 8 8

Physics 12 12 10 10 9 11 9 11

Chemistry  3 4 4 4 6 8 4 4

Environmental and Resource Issues 3 6 3 3 3 3 5 4

Scientific Inquiry and the Nature of Science 2 3 2 3 1 2 2 2

Total 35 42 34 41 31 44 36 35
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3 TIMSS Questionnaire Development1 
Ina V.S. Mullis
Michael O. Martin
Steven E. Stemler

3.1 Overview Just as the TIMSS Benchmarking study used the U.S. versions of 
the TIMSS 1999 mathematics and science tests to measure 
achievement, it also used the U.S. versions of the TIMSS ques-
tionnaires to gather information about the educational context 
in each participating jurisdiction. This chapter describes the 
design and development of the TIMSS questionnaires, and sum-
marizes the content of each one.

TIMSS 1999 was designed to measure trends in student achieve-
ment over time by building on the data collected from the Third 
International Mathematics and Science Study of 1995. Conse-
quently, it was important to have not only measures of student 
achievement that linked the two assessments, but also back-
ground questionnaires that had much in common. Four back-
ground questionnaires were used to gather information at 
various levels of the educational system: curriculum question-
naires addressed issues of curriculum design and emphasis in 
mathematics and science; a School Questionnaire asked school 
principals about school staffing and facilities, as well as curricular 
and instructional arrangements; Teacher Questionnaires asked 
mathematics and science teachers about their backgrounds, atti-
tudes, and teaching activities and approaches; and a question-
naire for students sought information about their home 
backgrounds and attitudes, and their experiences in mathematics 
and science classes.

The approach to developing the international versions of the 
questionnaires adopted for TIMSS 1999 was to retain the parts of 
the 1995 questionnaires that were found to be most valuable in 
analysis and reporting and to concentrate development efforts 
on areas needing expansion or refinement. Each of the ques-
tionnaires went through an exhaustive review process prior to 

1. This chapter was based on Mullis, Martin, & Stemler (2000) from the international 
technical report for TIMSS 1999.
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the field test, and was reviewed again in light of the field-test 
data. Items retained for the final versions of the questionnaires 
were those judged to yield the most information with the least 
burden to respondents.

Each country was permitted to include additional questions to 
the international version of the questionnaires. These additions 
were categorized as: international or national options. Interna-
tional options are questions provided by the International Study 
Center as having been found to be of interest in many countries 
but not required. National options, developed and included in 
the questionnaire at the individual country level, allowed partici-
pants the flexibility of collecting other useful data that pertained 
to their nation or education system.

Benchmarking participants used the same Student, Teacher, 
and School Questionnaires as those administered to the U.S. 
national sample. The Curriculum Questionnaire, however, was 
adapted to gather more specific information relevant to Bench-
marking jurisdictions.

This chapter begins with an overview of the conceptual frame-
work and research questions that guided the development of 
the questionnaires; it goes on to present the main issues 
addressed by each questionnaire as well as questions included 
as international options, U.S. national options, and interna-
tional questions adapted for Benchmarking participants.

3.2 Conceptual 
Framework

The conceptual framework for TIMSS was greatly influenced by 
IEA’s Second International Mathematics Study (SIMS), which 
focused on the curriculum as a major explanatory factor for 
international variation in student achievement. In the SIMS 
model, the curriculum was viewed as having three aspects: the 
intended curriculum, the implemented curriculum, and the 
attained curriculum. 

• The intended curriculum refers to the curricular goals of the 
education system and the structures established to achieve them. 

• The implemented curriculum refers to the practices, activities, 
and institutional arrangements within the school and class-
room that are designed to implement the goals of the system. 

• The attained curriculum refers to the products of school-
ing – what students actually gained from their education. 
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Building on this view of the educational process, TIMSS in 1995 
sought to assess, through context questionnaires, the factors 
likely to influence students’ learning of mathematics and the sci-
ences at the national (or regional), school, classroom, and stu-
dent level (Schmidt and Cogan, 1996).

3.3 Research Questions Consistent with TIMSS 1995, TIMSS 1999 posed four general 
research questions to guide the development of the tests and 
questionnaires and to provide a focus for the analysis and report-
ing of results: What kinds of mathematics and science are stu-
dents expected to learn? Who provides the instruction? How is 
instruction organized? What have students learned?

What students know and are expected to learn was addressed by 
questionnaires distributed to mathematics and science curricu-
lum experts in participating countries. The characteristics and 
preparation of mathematics and science teachers were addressed 
by questionnaires distributed to school principals and teachers. 
The third question, on instructional approaches to the teaching 
of mathematics and science, was also addressed by questionnaires 
to principals and teachers, as well as to students. The fourth ques-
tion, what students had learned, was examined by measuring per-
formance on the TIMSS 1999 achievement tests.

The research questions cast a broad net for exploring factors 
potentially associated with achievement in mathematics and sci-
ence. For example, in attempting to answer the question “Who 
provides the instruction?” the questionnaires tapped character-
istics of the instructor, such as gender, age, years of experience, 
attitude toward the subject, and time spent preparing lessons. 
The national options also allowed the U.S. and Benchmarking 
jurisdictions to gain additional information on teachers’ pro-
fessional development activities. The background question-
naires enable researchers to investigate the most influential 
characteristics of the people, practices, and policies affecting 
student achievement.

3.4 Curriculum 
Questionnaires

The TIMSS 1999 study included Curriculum Questionnaires that 
were not available for the 1995 survey. These were designed to col-
lect basic information about the organization of the mathematics 
and science curriculum in each country and Benchmarking juris-
diction, and about the topics intended to be covered up to the 
eighth grade. Coordinators in each country and jurisdiction were 
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asked to complete separate questionnaires about the mathematics 
and the science curriculum, drawing on the expertise of math-
ematics and science specialists in their country or jurisdiction 
as necessary.

The international Curriculum Questionnaires had two parts. The 
first part sought information about the organization and struc-
ture of the curriculum. The second part asked whether a wide 
range of detailed topics in mathematics and science were in the 
intended curriculum. In addition, the questionnaires asked what 
percentage of the eighth-grade student body was exposed to each 
of the topics in the intended curriculum.

A shortened version of these questionnaires was completed by 
Benchmarking coordinators in each jurisdiction, supplemented 
with follow-up surveys and interviews designed to put the interna-
tional questions in the context of the states and districts. For 
example, while countries were asked to provide information on 
their national curriculum, states were asked to report on their 
content standards and curriculum frameworks, and districts and 
consortia were asked to report on the level at which curriculum is 
developed. These follow-up surveys and interviews focused on the 
issues that coordinators from the Benchmarking jurisdictions 
found to be interesting for international comparisons.

The interviews with national research coordinators (NRCs) 
and Benchmarking coordinators resolved ambiguities and 
assisted in developing a clear understanding of each entity’s 
curriculum. Important research questions addressed by the 
questionnaires were:

• Is there a country-, state-, district-level curriculum or curriculum 
framework? If so, how is implementation monitored?

• What is the nature of system-wide assessments, if there are any?

• What content is emphasized in the curriculum or curriculum 
framework?

The contents of the national Mathematics and Science Curricu-
lum Questionnaires are described further in Exhibits 3.1 and 3.2. 
Additional questions addressed in the Benchmarking curriculum 
surveys and interviews are described in Exhibit 3.3.
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3.5 School 
Questionnaire

The School Questionnaire was completed by the school princi-
pal and was designed to elicit information concerning some of 
the major factors thought to influence student achievement. 
Several important research questions addressed by the School 
Questionnaire were:

• What staffing and resources are available at each school?

• What are the roles and responsibilities of the teachers and staff?

• How is the mathematics curriculum organized?

• How is the science curriculum organized?

• What is the school climate?

In addition to questions asked internationally, the U.S. and 
Benchmarking School Questionnaire gathered information on 
the percentage of students at each school eligible to receive free 
or reduced-price lunches, to be used as an indicator of socio-
economic status.

3.5.1 Changes from the 1995 Questionnaire

For the most part, the TIMSS 1999 international School Question-
naire was very similar to the 1995 version. Four questions about 
scheduled time for teachers were removed, since they seemed 
more appropriate to the Teacher Questionnaires. Questions on 
computer availability were revised and extended to include access 
to the Internet for instructional or educational purposes. Finally, 
questions dealing with provisions for students of different abilities 
were extensively revised, since responses to the original questions 
were not as informative as expected.

The complete contents of the School Questionnaire are 
described further in Exhibit 3.4.

3.6 Teacher 
Questionnaires

Typically, a single mathematics class in each participating school 
was sampled for the TIMSS 1999 testing. The mathematics 
teacher of that class was asked to complete a questionnaire that 
sought information on the teacher’s background, beliefs, atti-
tudes, educational preparation, and teaching load, as well as 
details of the instructional approach used in teaching mathe-
matics to the class. The science teacher (or teachers) of the stu-
dents in that class was asked to complete another questionnaire, 
which in many respects paralleled that for the mathematics 
teachers. Although the general background questions were the 
same for the two versions, questions pertaining to instructional 
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practices, content coverage, classroom organization, teachers’ 
perceptions about teaching, and their views of subject matter 
were geared toward mathematics or science. Many questions, 
such as those related to classroom characteristics, activities and 
homework practices were answered with respect to the specific 
mathematics and science classes of the sampled TIMSS students.

Like the School Questionnaire, the Teacher Questionnaires were 
carefully constructed to elicit information on variables thought to 
be associated with student achievement. Some of the important 
research questions addressed by the Teacher Questionnaires were:

• What are the characteristics of mathematics and science teachers?

• What are teachers’ perceptions about mathematics and science?

• How do teachers spend their school-related time?

• How are mathematics and science classes organized?

• What activities do students do in their mathematics and 
science lessons?

• How are calculators and computers used?

• How much homework are students assigned?

• What assessment and evaluation procedures do teachers use?

The U.S. version of the questionnaire included a national-option 
section that elicited information on teachers’ participation in 
specific professional development activities.

Changes from the 1995 Questionnaire

Several changes were made in the Mathematics and Science 
Teacher Questionnaires for the 1999 assessment. The originals 
were judged by most NRCs to be too lengthy, and some of the 
questions needed revision. The first section of the Teacher 
Questionnaires dealt with teacher background, experience, atti-
tudes, and teaching load. The 1999 version omitted questions 
about grades taught, and added several questions on teacher 
education and preparation for teaching. The review of the 
descriptive statistics and the error diagnostics produced from 
the field test also revealed some problems associated with filter 
questions, which were resolved before the questionnaires for 
the main survey were administered.
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The second section of the Teacher Questionnaires dealt with 
teaching mathematics or science to the class sampled for TIMSS 
1999 testing. This section was shortened, mainly by omitting a set 
of questions on teaching activities in a recent lesson. A lengthy 
set of questions on the coverage of mathematics and science top-
ics in class was also simplified and shortened considerably. Addi-
tions to the Teacher Questionnaires for 1999 included questions 
on subject matter emphasis in class, use of computers and the 
Internet in class, and teacher activities in class. Two further 
sections of the original questionnaires, dealing with opportunity 
to learn and pedagogical approach, were judged by NRCs to be 
too lengthy; these were omitted from the field-test versions, and 
consequently also from the TIMSS 1999 final questionnaires.

The complete contents of the Mathematics and Science Teacher 
Questionnaires are described further in Exhibit 3.5.

3.7 Student 
Questionnaire

Each student in the sampled class was asked to complete a 
Student Questionnaire, which sought information about the stu-
dent’s home background, attitudes and beliefs about mathemat-
ics and science, and experiences in mathematics and science 
class. As in TIMSS 1995, two versions of the questionnaire were 
used internationally: 

• The General Science Version was intended for systems where 
science is taught as a single integrated subject 

• The Separate Science Subject Version was intended for 
systems where science is taught as separate subjects (i.e., 
biology, chemistry, earth science, and physics)

Countries administered the version that was consistent with the 
way in which science instruction was organized at the target 
grade. U.S. and Benchmarking entities administered the general 
science version. Although the two versions differed with respect 
to the science questions, the general background and mathe-
matics-related questions were identical across the two. In the 
general science version, science-related questions pertaining to 
students’ attitudes and classroom activities were based on single 
questions asking about “science,” to which students were to 
respond in terms of the “general or integrated science” course 
they were taking. In the separate science subject version, several 
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questions were asked about each science subject area, and stu-
dents were to respond with respect to each science course they 
were taking. This structure accommodated the diverse systems 
that participated in TIMSS.

Consistent with the other questionnaires, the Student Question-
naires were designed to elicit information on some of the major 
factors thought to influence student achievement. Several impor-
tant research questions were:

• What educational resources do students have in their homes?

• What are the academic expectations of students, their families, 
and their friends?

• How do students spend their out-of-school time during the 
school week?

• How do students perceive success in mathematics and science?

• What are students’ attitudes toward mathematics and science?

Changes from the 1995 Questionnaire

Five questions from the TIMSS 1995 Student Questionnaire that 
were considered to be of lesser importance were moved from the 
body of the questionnaire to the “international option” section at 
the end. Questions added to the TIMSS 1999 Student Question-
naire dealt with the following topics:

• Student self-concept in mathematics and science

• Internet access and use for mathematics and science activities

• Instructional activities in mathematics and science class

Experience with the TIMSS 1995 video study helped frame the 
questions on activities in mathematics and science class. The 
complete contents of the Student Questionnaires are described 
further in Exhibit 3.6.

3.8 Summary The U.S. versions of the background questionnaires were very 
similar to the international versions; however, the U.S. chose to 
develop and include an additional section in the Teacher Ques-
tionnaire related to professional development activities. In addi-
tion, the mathematics and science international Curriculum 
Questionnaires were adapted to apply in the context of states 
and districts.
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The School, Teacher, and Student Questionnaires used in the 
TIMSS 1999 field test were modified versions of the 1995 ques-
tionnaires. The Curriculum Questionnaire, however, was a 
new addition to the study. Since TIMSS 1999 was intended to 
build on TIMSS 1995 in order to track trends in student 
achievement in mathematics and science, it was important to 
retain in the questionnaires the elements essential to report-
ing trends. Consequently, questions that were reported in the 
international reports were used in their original form, without 
modification. Not all items in the TIMSS 1995 questionnaires 
were used in the international reports, largely because of 
problems with the wording of the questions. Questions with 
identifiable difficulties were either revised to resolve the prob-
lem or eliminated. Occasionally new questions were intro-
duced, either as replacements for eliminated items or to 
provide extra information in areas considered important to 
the study. In many cases, questions that were originally dichot-
omous were expanded to permit a range of responses. In gen-
eral, every effort was made to shorten and streamline the 
questionnaires in order to reduce the burden on respondents. 
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Exhibit 3.1 Contents of the Mathematics Curriculum Questionnaire

Question 
Number Item Content Description

PART I: Structure of the Curriculum

1 National / Regional Curriculum Identifies countries with a national vs. regional curriculum in mathematics, year the curriculum was 
introduced, and whether revisions are under way.

2 Standards Provides information on whether achievement standards are incorporated into the curriculum. 

3 Supporting and Monitoring
 Curriculum Implementation

Identifies steps taken to support and monitor implementation of the national curriculum 
(e.g., teacher training, school inspections).

4 Examinations and Assessments Provides information on which countries have public examinations and/or assessments in mathematics, 
whether they are sample-based, and the grades at which they are administered. 

5 Specialist Teachers Identifies the grade level at which mathematics is first taught by specialist mathematics teachers.

6 Instructional Time Describes the amount of instructional time expected to be devoted to mathematics instruction at grades 4, 
6, and 8 as dictated by the curriculum.

7 Organization of the Curriculum Identifies the underlying organizational structure of the curriculum (e.g., by subject area).

8 Differentiation of Curriculum Provides information on whether the curriculum is designed to deal with students of different ability levels 
(e.g., different curricula for different groups, same curriculum for all groups).

9 Curricular Emphasis Identifies the extent to which the curriculum emphasizes each of several approaches / processes 
(e.g., mastering basic skills, solving non-routine problems).

10 Calculator Use Identifies the policy on calculator use in grade 8 mathematics.

11 Computer Use Identifies the policy on computer use in grade 8 mathematics.

PART II: Emphasis on Mathematics Topics

12a Fractions and Number Sense 
(15 subtopics)

Identifies the percentage of students expected to have been taught specific Fractions and Number Sense 
topics (e.g., understanding and representing decimal fractions) up to and including grade 8.

12b Measurement 
(9 subtopics)

Identifies the percentage of students expected to have been taught specific Measurement topics (e.g., con-
verting units of measurement).

12c Geometry
(13 subtopics)

Identifies the percentage of students expected to have been taught specific Geometry topics (e.g., angles, 
Pythagorean theorem).

12d Proportionality
(3 subtopics)

Identifies the percentage of students expected to have been taught specific Proportionality topics (e.g., rate 
problems, ratios).

12e Algebra
(11 subtopics)

Identifies the percentage of students expected to have been taught specific Algebra topics (e.g., simple 
algebraic expressions, solving simultaneous equations with two variables).

12f
Data Representation, Analysis, and 
Probability
(5 subtopics)

Identifies the percentage of students expected to have been taught specific Data Representation, Analysis, 
and Probability topics (e.g., graphing data, simple probabilities)
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Exhibit 3.2 Contents of the Science Curriculum Questionnaire

Question 
Number Item Content Description

PART I: Structure of the Curriculum

1 National / Regional Curriculum Identifies countries with a national vs. regional curriculum in science, year the curriculum was introduced, 
and whether revisions are under way.

2 Science Subjects Offered Provides information on the science courses offered up to an including grade 8 
(e.g., biology, chemistry, physics).

3 Standards Provides information on whether achievement standards are incorporated into the curriculum. 

4 Supporting and Monitoring 
Curriculum Implementation

Identifies the steps taken to support and monitor implementation of the national curriculum 
(e.g., teacher training, school inspections).

5 Examinations and Assessments Provides information on which countries have public examinations and/or assessments in science, whether 
they are sample-based, and the grades at which they are administered. 

6 Specialist Teachers Identifies the grade level at which science is first taught by specialist science teachers.

7 Instructional Time Describes the amount of instructional time expected to be devoted to science instruction at grades 4, 6, and 
8 as dictated by the curriculum.

8 Organization of the Curriculum Identifies the underlying organizational structure of the curriculum (e.g., by subject area).

9 Differentiation of Curriculum Provides information on whether the curriculum is designed to deal with students of different ability levels 
(e.g., different curricula for different groups, same curriculum for all groups).

10 Curricular Emphasis Identifies the extent to which the curriculum emphasizes each of several approaches / processes 
(e.g., knowing basic science facts, performing science experiments).

11 Computer Use Identifies the policy on computer use in grade 8 science.

PART II: Emphasis on Science Topics and Skills

12a Earth Science
(4 subtopics)

Identifies the percentage of students expected to have been taught specific Earth Science topics 
(e.g., Earth’s atmosphere, Earth in the solar system).

12b Biology
(7 subtopics)

Identifies the percentage of students expected to have been taught specific Biology topics 
(e.g., human bodily processes, biology of plant and animal life).

12c Chemistry
(12 subtopics)

Identifies the percentage of students expected to have been taught specific Chemistry topics 
(e.g., classification of matter, chemical reactivity and transformations).

12d Physics
(10 subtopics)

Identifies the percentage of students expected to have been taught specific Physics topics 
(e.g., physical properties and physical changes of matter, forces and motion).

12e Environmental and Resource 
Issues (3 subtopics)

Identifies the percentage of students expected to have been taught specific Environmental and Resources 
Issues topics (e.g., pollution, conservation of natural resources).

12f Nature of Science and Scientific 
Inquiry Skills (6 subtopics)

Identifies the percentage of students expected to have been taught specific Nature of Science and 
Scientific Inquiry Skills topics (e.g., scientific method, experimental design).
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Exhibit 3.3 Contents of the Benchmarking Curriculum Survey and Interview

State-level 
Question

District-
level 

Question
Item Content Description

NA 1 Level of Curriculum Development Indicates the administrative level at which the curriculum is developed - state, 
district, or school and whether it is based on state standards.

1 NA Curriculum Frameworks/
Content Standards

Indicates the title, date and organization of the state curium framework or content 
standards

2 2 Status of Assessments Indicates current status of development of new assessments.

3 2 Assessments Indicates assessments administered including criterion-referenced assessments and 
norm-referenced assessments.

3 NA Consequences of Assessments
Indicates whether the state requires students to pass an exam for graduation, as 
well as other consequences for the student, school, or district based on results 
(includes sanctions and rewards).

4 3 Textbook Selection Indicates the policy for textbook selection.

5 4 Pedagogical Guide Provides information on state (or local) pedagogical guides.

6 5 Accreditation Indicates use of accreditation to support curriculum implementation.

7 6 Differentiation of Curriculum
Provides information on whether the curriculum is designed to deal with students of 
different ability levels (e.g., different curricula for different groups, same curriculum 
for all groups).

8 7 Science Subjects Offered Provides information on the science courses offered up to an including grade 8 
(e.g., biology, chemistry, physics).

9 8 Policy on Calculator Use Identifies the policy on calculator usage as well and any policy changes that on 
calculator use that occur as the students progress through school

CQ CQ Curricular Emphasis Identifies the extent to which the curriculum emphasizes each of several approaches 
/ processes (e.g., knowing basic science facts, performing science experiments).
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Exhibit 3.4 Contents of the School Questionnaire

International 
Question 
Number

U.S. 
Question 
Number

Item Content Description

1 1 Community Situates the school within a community of a specific type.

2-4 2-4 Staff Describes the school’s professional full and part-time staff and the percentage of 
teachers at the school for 5 or more years.

5 5 Years Students Stay with Teacher Indicates the number of years students typically stay with the same teacher.

6 6 Collaboration Policy Identifies the existence of a school policy promoting teacher cooperation 
and collaboration.

7 7 Principal’s Time Indicates the amount of time the school’s lead administrator typically spends on 
particular roles and functions.

8 8 School Decisions Identifies who has the responsibility for various decisions for the school.

9 9 Curriculum Decisions Identifies the amount of influence various individuals and educational and community 
groups have on curriculum decisions.

10 10 Formal Goals Statement Indicates the existence of school-level curriculum goals for mathematics and science.

11-12 11-12 Instructional Resources Describes the material factors limiting the school’s instructional activities.

13 13 Students in the school Provides total school enrollment and attendance data.

13 (e.) Students in the school Provides percentage of students receiving free or reduced-price lunches. 

14 14 Students in the target grade Provides target grade enrollment and attendance data, student’s enrollment in 
mathematics and science courses, and typical class sizes.

15 15 Number of Computers Provides the number of computers for use by students in the target grade, by 
teachers, and in total.

16 16 Internet Access Identifies whether the school has Internet access as well as identifying whether the 
school actively posts any school information on the world wide web.

17 17 Student Behaviors Describes the frequency with which schools encounter various unacceptable 
student behaviors.

18 18 Instructional Time Indicates the amount of instructional time scheduled for the target grade, according 
to the school’s academic calendar.

19 19 Instructional Periods Indicates the existence and length of weekly instructional periods for the target 
grade.

20 20 Organization of Mathematics 
Instruction

Describes the school’s provision for students with different ability levels in mathe-
matics (e.g., setting/streaming, tracking, and remedial/enrichment programs).

21 21 Program Decision Factors in 
 Mathematics

Indicates how important various factors are in assigning students to different 
educational programs or tracks in mathematics.

22 22 Organization of Science Instruction Describes the school’s provision for students with different ability levels in science 
(e.g., setting/streaming, tracking, and remedial/enrichment programs).

23 23 Program Decision Factors in 
Science

Indicates how important various factors are in assigning students to different 
educational programs or tracks in science.

24 24 Admissions Describes the basis on which students are admitted to the school.

25 25 Parental Involvement Describes the kinds of activities in which parents are expected to participate 
(e.g., serve as teacher’s aides, fundraising).
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Exhibit 3.5 Contents of the Teacher Questionnaires

Question 
Number

U.S.
Number Item Content Description

Section A

1-2 1-2 Age and Sex Identifies teacher’s sex and age range.

2b Race / Ethnicity Identifies teacher’s race/ethnicity

3 3 Teaching Experience Describes the teacher’s number of years of teaching experience.

4-5 4-5 Instructional Time Identifies the number of hours per week the teacher devotes to teaching 
mathematics, science, and other subjects.

6 6 Administrative Tasks Identifies the number of hours per week spent on administrative tasks such as 
student supervision and counseling.

7 7 Other Teaching-Related Activities Describes the amount of time teachers are involved in various professional respon-
sibilities outside the formally-scheduled school day.

8 8 Teaching Activities Describes the total number of hours per week spent on teaching activities.

9 9 Meet with Other Teachers Describes the frequency with which teachers collaborate and consult with their colleagues.

10 10 Teacher’s Influence Describes the amount of influence that teachers perceive they have on various 
instructional decisions.

11 11 Being Good at Mathematics /
 Science

Describes teacher’s beliefs about what skills are necessary for students to be good at 
mathematics / science.

12 12 Ideas about Mathematics / Science Describes teacher’s beliefs about the nature of mathematics / science and how the 
subject should be taught.

13 13 Document Familiarity Describes teacher’s knowledge of curriculum guides, teaching guides, and 
examination prescriptions (country-specific options).

14 14 Mathematics / Science Topics 
Prepared to Teach

Provides an indication of teacher’s perceptions of their own preparedness to teach 
the TIMSS 1999 in-depth topic areas in mathematics or science.

15-18 15-18 Formal Education and Teacher 
Training

Describes the highest level of formal education completed by the teacher, the number 
of years of teacher training completed, and the teacher’s major area of study.

International Options

19-20 NA Career Choices Identifies whether teaching was a first choice and if the teacher would change 
careers if given the opportunity.

21 NA Social Appreciation Describes whether teachers believe society appreciates their work.

22 NA Student Appreciation Describes whether teachers believe students appreciate their work.

23 NA Books in Home Provides an indicator of teacher’s cultural capital.
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Exhibit 3.5 (continued) Contents of the Teacher Questionnaires 

Question 
Number

U.S. 
Number Item Content Description

Section B

1 1 Target Class Identifies the number of students in the TIMSS 1999 tested class, by gender.

2 2 Instructional Emphasis Identifies the subject matter emphasized most in the target mathematics / science class.

3 3 Instructional Time Identifies the number of minutes per week the class is taught.

4 4 Textbook Use Identifies whether textbook is used in mathematics / science class as well as the 
approximate percentage of weekly instructional time that is based on the textbook.

5-7 5-7 Calculators Describes the availability of calculators and how they are used in the target class.

8 8 Computers Describes the availability of computers and whether they are used to access the internet.

9 9 Planning Lessons Identifies the extent to which a teacher relies on various sources for planning lessons 
(e.g., curriculum guides, textbooks, exam specifications).

10 10 Tasks Students are Asked to Do Describes the frequency with which teachers ask students various types of questions 
and ask students to perform various mathematics / science activities during lessons.

11 11 Student’s Work Arrangements Describes how often students work in various group arrangements.

12 12 Time Allocation Describes the percentage of time spent on each of several activities associated with 
teaching (e.g., homework review, tests).

13 13 Mathematics / Science Topic 
Coverage

Indicates the extent of teacher’s coverage in target class of mathematics / science 
topics included in the assessment.

14 14 Classroom Factors Identifies the extent to which teachers perceive that various factors limit classroom 
instructional activities.

15-16 15-16 Amount of Homework Assigned Describes the frequency and amount of homework assigned to the target class.

17-18 17-18 Type and Use of Homework Describes the homework assignments and how the homework is used by the teacher.

19-20 19-20 Assessment Describes the kind and use of various forms of student assessment in the target class.

Question 
Number

U.S. 
Number Item Content Description

U.S. National Option: Professional Development Activities

NA 1-2 Classroom Observations Indicates the number of class periods spent observing other teachers and being 
observed by other teachers.

NA 3 Participation in Professional Devel-
opment Activities Indicates hours spent on various types of professional development activities.

NA 4 Participation in Individual Activi-
ties

Indicates hours spent on various types of individual professional development activities.

NA 5 Focus of Activities Indicates the extent to which professional development activities focused on certain 
topics (i.e. pedagogy, curriculum, assessment, leadership, etc.)

NA 6 Focus on Content Areas Indicates whether the teacher participated in professional development activities related 
to specific mathematics topics or science content areas covered in the assessment.

NA 7-8
math only Effect on Student Learning Identifies the extent to which the teacher believes that student learning was 

improved as a result of his or her professional development.
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Exhibit 3.6 Contents of the Student Questionnaires

Question Number

Item Content DescriptionGeneral 
Version
(U.S.)

Separate 
Science 
Version

1-4 1-4 Student Demographics
Provides basic demographic information such as age, sex, language of the home, whether 
born in country and if not how long he/she has lived in country. (U.S. version includes a 
question on race/ethnicity.)

5 5 Academic Activities Outside of 
School

Provides information on students’ activities that can affect their academic achievement 
(e.g., extra lessons, science club).

6 6 Time Spent Outside of School Provides information about the amount of time student spends on homework and leisure 
activities on a normal school day.

7 7 Parents’ Education Provides information about the educational level of the student’s mother and father. Used as 
an indicator of the home environment and socioeconomic status.

8 8 Student’s Future Educational 
Plans Identifies the student’s plans for further education.

9 9 Parents’ Country of Birth Provides information regarding immigrant status.

10 10 Books in the home Provides information about the number of books in the home. Used as an indicator of the 
home environment and socioeconomic status.

11 11 Possessions in the home
Provides information about possessions found in the home (e.g., calculator, computer, dictionary, 
study desk, and country-specific items). Used as an indicator of academic support in the home 
environment as well as an indicator of socioeconomic status.

12 12 Mother’s Values
Provides information about the student’s perception of the degree of importance his/her 
mother places on academics and other activities. Used as an indicator of the home environ-
ment and general academic press.

13 13 Student’s Behavior in 
Mathematics Class Describes typical student behavior during mathematics lessons.

14 14 Peers’ Values
Provides information about the student’s perception of the degree of importance peers 
place on academics and other activities. Used as an indicator of peers’ values and student’s 
social environment.

15 15 Student’s Values Provides information about the degree of importance the student places on academics and 
other activities. Used as an indicator of student’s values.

16 16 Competence in Mathematics / 
Science

Provides an indication of student’s self-description of academic competence in mathe-
matics and science (specialized version asks about biology, earth science, chemistry, and 
physics separately).

17 17 Difficulty of Mathematics Describes student’s perception of the difficulty level of mathematics.

18 18 Doing Well in Mathematics Identifies student’s attributions for doing well in mathematics.

19 19-22 Difficulty of Science Provides a description of student’s perception of the difficulty level of science (specialized 
version asks about biology, earth science, chemistry, and physics separately)

20 23 Doing Well in Science Identifies student’s attributions for doing well in science.
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Exhibit 3.6 (continued) Contents of the Student Questionnaire 

Question Number

Item Content Description
General 
Version

Separate 
Science 
Version

21 24 Liking Mathematics / Science
Identifies how much students like mathematics and science; a key component of student 
motivation (specialized version asks about biology, earth science, chemistry, and physics 
separately).

22 25 Liking Computers for 
Mathematics / Science Identifies how much students like using computers to learn mathematics and science.

23 26 Internet Access Identifies whether students are accessing the Internet and for what purposes they are using it. 

24 27 Interest, Importance, & Value of 
Mathematics Describes student’s interest, importance rating, and value attributed to mathematics.

25 28 Reasons to Do Well in 
Mathematics

Provides the extent to which students endorse certain reasons they need to do well in 
mathematics.

26 29 Classroom Practices in 
Mathematics Describes student’s perceptions of classroom practices in mathematics instruction. 

27 30 Beginning a New Mathematics 
Topic

Describes the frequency with which specific strategies are used in the classroom to introduce 
a new mathematics topic.

28 31 Taking Science Class(es) Identifies whether or not the student is enrolled in science classes this year (specialized 
version asks about biology, earth science, chemistry, and physics separately)

29 32, 36, 40, 
44

Interest, Importance, & Value of 
Science

Describes student’s interest, importance rating, and value attributed to science (specialized 
version asks about biology, earth science, chemistry, and physics separately).

30 33, 37, 41, 
45 Reasons to Do Well in Science Provides the extent to which students endorse certain reasons they need to do well in science 

(specialized version asks about biology, earth science, chemistry, and physics separately).

31 34, 38, 42, 
46 Classroom Practices in Science Describes student’s perceptions of classroom practices in science instruction (specialized 

version asks about biology, earth science, chemistry, and physics separately).

32 35, 39, 43, 
47 Beginning a New Science Topic

Describes the frequency with which specific strategies are used in the classroom to introduce 
a new science topic (specialized version asks about biology, earth science, chemistry, and 
physics separately).

International Options

33-34 48-49 People Living in the Home Provides information about the home environment as an indicator of academic support and 
economic capital.

35-36 50-51 Cultural Activities Describes student’s involvement in cultural events or programming such as plays or concerts.

37 52 Report on Student Behaviors Indicates the student’s perspective of the existence of specific problematic student behaviors 
at school.

38 53 Environmental Issues Indicates the student’s beliefs about how much the application of science can help in addressing 
environmental issues.

39 54 Science Use in a Career Identifies preference for sciences in careers.
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4 Translation and Cultural Adaptation of 
the TIMSS Instruments1

Kathleen M. O’Connor
Barbara Malak

4.1 Overview The TIMSS 1999 data-collection instruments (achievement tests 
and background questionnaires) were prepared in English and 
translated into 33 languages. Ten of the thirty-eight participating 
countries collected data in two languages. The most common lan-
guages of testing were English (nine countries) and Arabic (four 
countries). Even though the United States and the Benchmark-
ing participants collected data in English, it was nonetheless nec-
essary to make minor cultural adaptations to reflect U.S. 
language usage. This chapter describes the extensive procedures 
for translating and adapting the TIMSS instruments.

Countries that administered the instruments in English followed 
the same procedures for cultural adaptation and verification as 
countries that translated them into a different target language. 
For the TIMSS 1999 main survey, each country had to translate 
and adapt the following instruments:

• Eight booklets of mathematics and science achievement 
items (Test Booklets 1-8)

• One Student Questionnaire

• One Mathematics Teacher Questionnaire

• One Science Teacher Questionnaire

• One School Questionnaire

The translation and adaptation process was designed to ensure 
standard instruments across countries. national research coordi-
nators (NRCs) received guidelines for translating the testing 
instruments into their national languages and cultural context 
(TIMSS, 1998a). Upon completion, the translated instruments 
were checked by an international translation company against 
the TIMSS 1999 international version to assess the faithfulness of 

1. This chapter was based on O’Connor & Malak (2000) from the international technical 
report for TIMSS 1999.
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translation. The NRCs then received suggestions from the trans-
lation company and the International Study Center for addi-
tional revisions. After these had been made, the final version was 
checked by the International Study Center at Boston College.

4.2 Translation and 
Adaptation of 
Instruments 

The TIMSS 1999 survey translation guidelines called for two 
independent translations of each test instrument from English 
into the target language. A translation review team then com-
pared the two to arrive at a final version. Any deviation from the 
international version of the instrument and all cultural adapta-
tions made were reported on a Translation Deviation Form (see 
O’Connor & Malak, 2000 for further details of the international 
translation process).

Each NRC identified the language or languages to be used in 
testing and the geographical or political areas involved. Most 
countries tested in just one language, but nine tested in two 
languages. The testing languages used in the participating 
countries are presented in Exhibit 4.1.

The United States administered the assessment in English. As 
mentioned previously, the U.S.(English) versions of the instru-
ments were used in the Benchmarking study. 
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Exhibit 4.1 Language of Testing in Each Country

* Italy did not have the German version of the items and the Student Questionnaire verified. Less than 1% of the 
population took the assessment and Student Questionnaire in German.

** Tunisia translated only the Teacher Questionnaires into French.

4.2.1 Guidelines for Translation and Cultural Adaptation 
of Instruments

Translators were given guidelines to follow in translating the instru-
ments and adapting them to their national cultural context. The 
guidelines were designed to yield translations that were as close as 
possible to the international versions in style and meaning, while 
allowing for cultural adaptations where necessary. Even countries 
that tested in English, such as Australia, Canada, England, New 
Zealand, the Philippines, Singapore, South Africa, and the United 
States, found it necessary to adapt to national usage with regard to 
spelling and usage. Translators were cautioned not to change the 
meaning or the difficulty level of an item.

Country Language(s) of Test Country Language(s) of Test

Australia English Latvia Latvian

Belgium (Flemish) Flemish Lithuania Lithuanian

Bulgaria Bulgarian Macedonia, Rep. of Macedonian and Albanian

Canada English and French Malaysia Malay

Chile Spanish Moldova Moldavian and Russian

Chinese Taipei Chinese Morocco Arabic

Cyprus Greek Netherlands Dutch

Czech Republic Czech New Zealand English

England English Philippines English and Filipino

Finland Finnish and Swedish Romania Romanian

Hong Kong, SAR Chinese and English Russian Federation Russian

Hungary Hungarian Singapore English

Indonesia Indonesian Slovak Republic Slovak

Iran, Islamic Rep. Farsi Slovenia Slovenian

Israel Hebrew and Arabic South Africa English and Afrikaans

Italy Italian and German* Thailand Thai

Japan Japanese Tunisia Arabic and French**

Jordan Arabic Turkey Turkish

Korea, Republic of Korean United States English
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The translators’ tasks included:

• Identifying and minimizing cultural differences

• Finding equivalent words and phrases

• Ensuring that the reading level was the same in the target 
language as in the international version (English)

• Ensuring that the essential meaning of the text did not change

• Ensuring that the difficulty level of achievement items did 
not change

• Ensuring that there was no other possible correct answer 
to an adapted item

• Being aware of possible changes in the instrument layout due 
to translation

Translators were permitted to adapt the text as necessary to make 
unfamiliar contextual terms culturally appropriate. Thus they 
could change the names of seasons, people, places, animals, 
plants, currencies, and the like. Exhibit 4.2 shows a list provided to 
translators detailing the types of adaptations that were acceptable.

Exhibit 4.2 Types of Acceptable Cultural Adaptations

Type of Change Specific Change from Specific Change to

Punctuation/Notation decimal point decimal comma

place value comma space

Units centimeters inches

liters quarts

ml mL

Proper nouns Ottawa Oslo

Mary Maria

Common nouns robin kiwi

elevator lift

Spelling center centre

Verbs (not related to content) skiing sailing

Usage Bunsen burner hot plate
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4.2.2 Adaptation of the U.S Instruments

The review of the US instruments for cultural adaptation was 
led by Westat with the work conducted by Educational Testing 
Services (ETS) under subcontract. No translation was necessary 
as the international versions of the instruments were in Ameri-
can English, thus the purpose of the review was to identify 
changes necessary due to cultural context. Westat suggested a 
number of changes that were to be made in the U.S. versions. 
These included adding commas in numbers to denote thousands, 
millions, etc.; spelling out units of measurement; and changing unit 
terms from the International System of Units (metric units) to U.S. 
inch-pound units when the measure was not integral to the task.

International procedures required that the International Study 
Center be notified, and a corresponding statement included in 
the NRC Survey Activities Report, of any items that proved to 
be problematic for translators. To identify problematic items, 
Westat contracted with Educational Testing Service to conduct 
a sensitivity and fairness review. Reviewers indicated that no 
items were found to be problematic and that the items were of 
excellent quality.

4.2.3 Recording Deviations from the International Version

After a single translation had been agreed upon, the Translation 
Deviation Form was used to record all changes in test and ques-
tionnaire items. Translators were asked to document all changes 
in vocabulary and content not authorized in the translation 
guidelines. The description of each deviation included the 
English term, the translated term, and an explanation of why 
that term was selected. Translators also noted any other changes 
in or problems with the translation. This record was used in 
translation verification and during the item analysis and review.

4.3 Verification of 
Instruments

Each country’s translated documents went through a rigorous 
process that included verification of the item translations at the 
national centers, verification by an international translation com-
pany, a review by the International Study Center, and a check by 
quality control monitors.
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4.3.1 Verification of Translations at National Centers 

The results of item analyses from the field test were reviewed by 
each country. Since unusual results for an item could indicate 
errors in translation, NRCs were asked to check for items that 
might have been mistranslated. NRCs were also notified of any 
potentially problematic items and asked to verify that the trans-
lation was sound.

4.3.2 External Verification

Once the final translated version of each instrument was agreed 
upon, it was externally verified. NRCs were required to send (no 
later than six weeks before printing) the following material to the 
IEA Secretariat in preparation for external translation verification:

• A copy of the test item clusters (A through Z) and the 
accompanying instructions for students

• A set of test booklets (1 through 8)

• A copy of the School Questionnaire, Student Questionnaire, 
and Teacher Questionnaires

All 38 countries that participated in the TIMSS 1999 main 
survey submitted their national versions of instruments for 
external verification.

4.3.3 International Verification

The IEA Secretariat, which organized and managed the transla-
tion verification process, enlisted Berlitz, an international trans-
lating company with a reputation for excellence, to check the 
quality of the translations. Berlitz staff were to document all 
errors and omissions, and to make suggestions for improvements 
so that NRCs could review and revise their instruments.

Verifiers received general information about the study and instru-
ment design. They also received materials describing the transla-
tion procedures used by the national centers along with detailed 
instructions for reviewing the instruments (TIMSS, 1998b). Each 
verifier received a package consisting of:

• The international version of each survey instrument

• A set of translated instruments to be verified

• A copy of the instructions given to the translators in their country

• Instructions for verifying the layout of the survey instruments

• Instructions for verifying the content of the survey instruments
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• Instructions for verifying the instructions to students

• Translation Verification Control Forms to be completed for 
each instrument

• Translation Verification Report Forms

The main task of the translation verifier was to evaluate the accu-
racy of the translation and the comparability of layout of the sur-
vey instruments. The verification guidelines emphasized the 
importance of maintaining the meaning, difficulty level, and for-
mat of each item while allowing for cultural adaptations as necessary.

For the United States and other TIMSS 1999 countries that also 
participated in 1995, verifiers were responsible for ensuring that 
the translated version of the trend items was identical to that 
administered in 1995. Accordingly, verifiers reviewing instruments 
for trend countries also received the following:

• A set of trend item clusters A through H (1995 version used 
in that country)

• A Trend Item Verification Form

4.3.4 Translation Verification Reports

The translation verifier prepared two types of reports. The first was 
a Translation Verification Control Form for each instrument. Its 
cover sheet served as a summary and indicated whether or not 
deviations were found. If the translated version was judged to be 
equivalent to the international version, no further entry needed to 
be made in the form. Second, for each translated version of an 
item that differed in any way from the international version, an 
entry was made in the Translation Verification Report Form giving: 

• The location of the deviation (item number)

• The severity of the deviation (using the severity code below)

• A description of the change

• A suggested alternative translation

These records were used to document the quality of the trans-
lations and the comparability of the testing materials across 
countries. The severity codes ranged from 1 (serious error) to 4 
(acceptable adaptation)2 as described below:

2.  When in doubt as to the severity of the deviation, verifiers used code 1.
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Code 1 - Major Change or Error: Examples include incorrect 
ordering of choices in a multiple-choice item; omission of a 
graph; omission of an item; incorrect translation of text such that 
the answer is indicated by the question; incorrect translation that 
changes the meaning or difficulty of the question; incorrect 
ordering of the items or placement of the graphics.

Code 2 - Minor Change or Error: Examples include spelling errors 
that do not affect comprehension; misalignment of margins or 
tabs; incorrect font or font size; discrepancies in the headers or 
footers of the document.

Code 3 - Suggestions for Alternative: The translation may be 
adequate, but the verifier suggests a different wording.

Code 4 - Acceptable Changes: The verifier identifies changes that 
are acceptable and appropriate, for example, a reference to winter 
that is changed from January to July for the Southern Hemisphere.

The layout of the documents was also reviewed during verifica-
tion for any changes or deviations. Exhibit 4.3 details the layout 
issues to be considered and checked for each survey instrument.
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Exhibit 4.3 Layout Issues Considered in Verification

For any deviation from the original international version, an 
entry was made in the Translation Verification Report Form indi-
cating location and severity and describing the change. If neces-
sary and appropriate, a suggestion for improving the layout was 
included. In the case of TIMSS 1995 participants, any differences 
between the 1995 and 1999 versions of test items were entered in 
the Trend Item Verification Form, and the nature of the change 
was described.

The completed Translation Verification Forms were sent to NRCs 
and to the International Study Center at Boston College. In the 
United States, Westat was responsible for reviewing the report 
forms and reevaluating the instruments based on the translation 
verifiers’ suggestions. Necessary changes were sent by Westat to a 
subcontractor, National Computer Systems, who produced the 
assessment materials.

4.3.5 International Study Center Item Review

As a final review, when the suggestions of the verifiers had been 
acted upon, a print-ready copy of the achievement test booklets 
and questionnaires was submitted to the International Study 
Center at Boston College. This was reviewed by the International 
Study Center primarily to identify issues such as misplaced 
graphics, improper format, and inconsistent text.

Layout Issues Verification Details

Instructions Test items should not have been visible when the test booklet was opened to 
the Instructions

Items All items should have been included in the same order and location as in the 
international version

Response options Response options should have appeared in the same order as in the 
international version

Graphics All graphics should have been in the same order and modifications should 
have been limited to necessary translation of text or labels

Font Font and font size should have been consistent with the international version

Word emphasis

Word emphasis should have remained the same as in the international 
version; if the form of emphasis was not appropriate for the given language, 
an acceptable alternate form should have been used (e.g., italics instead of 
capital letters)

Shading Items with shading should have been clear and text legible

Page and item identification Headers and footers that include booklet and page identification as well as 
item identification should have been present

Pagination Page breaks should have corresponded with the international version of the 
instruments
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For all countries, items were compared with the international ver-
sion to identify any changes in text, graphics, and format. For lan-
guages in which the reviewers were not fluent, items were reviewed 
for format and similarity of words used in the stem and options. 

For trend countries like the U.S., each item in Clusters A-H was 
compared with the 1995 translated version to note whether it 
had been changed. When the reviewer was not familiar with 
the language of these items, the NRC was asked about any 
apparent changes.

NRCs were given a list of any deviations identified by the Interna-
tional Study Center that went beyond those recorded in the 
Translation Deviation and Verification Forms. Deviations that 
were not corrected before the final printing of the test booklets 
were noted in the database and used when reviewing the item 
data after the data collection.

4.3.6 Quality Control Monitor Item Review

As part of an ambitious quality control program, Quality Con-
trol Monitors (QCMs) were hired to document the quality of 
the TIMSS 1999 assessment in each country (see chapter 9 for a 
description of their work). An important task for the QCMs was 
to review the translation of the test items. QCMs examined the 
Translation Verification Reports for each test language, verified 
whether the suggested changes were made in the final docu-
ment, and noted these changes on a copy of the Translation 
Verification Report.

4.4 Summary The rigorous procedures for translation, cultural adaptations, 
translation verification, and review of the instruments put in 
place for TIMSS 1999 resulted in comparable translations across 
participating countries. Verification by internal statistical review, 
external translation verification by bilingual judges, and review by 
the International Study Center and QCMs proved to be a com-
prehensive way to check and document deviations and review 
anomalies, ensuring accuracy in the analysis and reporting of the 
main survey data.
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5 Sampling Design and Implementation 
for TIMSS 1999 Countries1

Pierre Foy
Marc Joncas

5.1 Overview This chapter describes the TIMSS 1999 sampling procedures as 
they were implemented in the TIMSS countries. The next chap-
ter describes sampling activities in the Benchmarking jurisdic-
tions. To be acceptable for TIMSS 1999, national sample designs 
had to result in probability samples that gave accurately 
weighted estimates of population parameters, and for which esti-
mates of sampling variance could be computed. The TIMSS 
1999 sample design was very similar to that of its predecessor, 
TIMSS 1995, with minor refinements made as a result of the 
1995 sampling. The TIMSS design was chosen so as to balance 
analytical requirements and operational constraints, while keep-
ing it simple enough for all participants to implement. Repre-
sentative and efficient samples in all countries were crucial to 
the success of the project. The quality of the samples depends on 
the sampling information available at the design stage, and par-
ticularly on the sampling procedures.

The national research coordinators (NRCs) were aware that in 
a study as ambitious as TIMSS 1999, the sample design and 
sampling procedures would be complex, and that gathering 
the required information about the national education systems 
would place considerable demands on resources and expertise. 
At the same time, those directing and coordinating the project 
realized that the national centers had only limited numbers of 
qualified sampling personnel. Keeping the procedures as sim-
ple as possible, especially the sample selection within schools, 
was thus a major consideration.

The international project management provided manuals and 
expert national system and to guide them through the phases of 
sampling. The TIMSS 1999 School Sampling Manual (TIMSS, 
1997) described how to implement the international sample 

1. This chapter describes the design and implementation of the TIMSS sampling plan for 
participating countries, and is based mainly on Foy & Joncas (2000a,2000b) and Foy 
(2000). The following chapter (Chapter 6) provides details of the sampling activities for 
the benchmarking jurisdictions.
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design and offered advice on planning, working within con-
straints, establishing appropriate sample selection procedures, 
and fieldwork. The Survey Operations Manual (TIMSS, 1998a) and 
School Coordinator Manual (TIMSS, 1998b) discussed sample selec-
tion and execution within schools, the assignment of test book-
lets to selected students, and administration and monitoring 
procedures used to identify and track respondents and non-
respondents. NRCs also received software designed to automate 
the sometimes complex within-school sampling procedures.

In addition, NRCs had access to expert support. Statistics 
Canada, in consultation with the TIMSS 1999 sampling ref-
eree, Keith Rust, Westat, reviewed and approved the national 
sampling plans, sampling data, sampling frames, and sample 
selection. Statistics Canada also assisted nearly half of the 
TIMSS 1999 participants in drawing national school samples.

NRCs were allowed to adapt the basic TIMSS sample design to 
the needs of their education system by using more sampling 
information or more sophisticated designs and procedures. 
These adjustments, however, had to be approved by the Interna-
tional Study Center at Boston College and monitored by 
Statistics Canada.

The selection of valid and efficient samples is crucial to the qual-
ity and success of an international comparative study. The accu-
racy of the survey results depends on the quality of the sampling 
information available when planning the sample, and on the care 
with which the sampling activities themselves are conducted. For 
TIMSS 1999, NRCs provided documentation for all phases of 
sampling. This documentation was used by the International 
Study Center jointly with Statistics Canada, the sampling referee, 
and the Project Management Team (PMT) to evaluate the quality 
of the samples. Summaries of the sample design for each country, 
including details of population coverage and exclusions, stratifi-
cation variables, and participation rates, are provided in Appen-
dix C of the TIMSS 1999 Technical Report (Martin, Gregory, & 
Stemler, 2000).

5.2 Target Population In IEA studies, the target population for all countries is known 
as the international desired population. The international desired 
population for TIMSS 1999 was as follows:
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• All students enrolled in the upper of the two adjacent grades 
that contain the largest proportion of 13-year-olds at the time 
of testing.

The TIMSS 1999 target grade was the upper grade of the TIMSS 
1995 Population 2 definition2 and was expected to be the eighth 
grade in most countries. This would allow countries participating 
in both TIMSS 1995 and TIMSS 1999 to establish a trend line of 
comparable achievement data.

5.2.1 School and Within-School Exclusions

TIMSS 1999 expected all participating countries to define their 
national desired population to correspond as closely as possible to 
its definition of the international desired population. Some-
times, however, NRCs had to make changes. For example, some 
countries had to restrict geographical coverage by excluding 
remote regions; or to exclude a segment of their education sys-
tem. The TIMSS 1999 International Reports (Martin et al., 2000; 
Mullis et al., 2000) document any deviations from the interna-
tional definition of the TIMSS 1999 target population.

Using their national desired population as a basis, participating 
countries had to operationally define their population for sam-
pling purposes. This definition, known in IEA terminology as the 
national defined population, was essentially the sampling frame 
from which the first stage of sampling takes place. The national 
defined population could be a subset of the national desired pop-
ulation. All schools and students from the former excluded from 
the latter are referred to as the excluded population.

TIMSS 1999 participants were expected to keep the excluded 
population to no more than 10% of the national desired popula-
tion. Exclusions could occur at the school level, within schools, or 
both. Because the national desired population was restricted to 
schools that contained the target grade, schools not containing 
this grade were considered to be outside the scope of the sam-
pling frame, and not part of the excluded population. Partici-
pants could exclude schools from the sampling frame for the 
following reasons:

• They were in geographically remote regions.

• They were of extremely small size.

2. For the TIMSS 1995 Population definition, see Foy, Rust, & Schleicher (1996). 
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• They offered a curriculum, or school structure, that was 
different from the mainstream education system(s).

• They provided instruction only to students in the exclusion 
categories defined as “within-sample exclusions.”

Within-sample exclusions were limited to students who, because 
of some disability, were unable to take the TIMSS 1999 tests. 
NRCs were asked to define anticipated within-sample exclusions. 
Because these definitions can vary internationally, NRC’s were 
also asked to follow certain rules adapted to their jurisdictions. In 
addition, they were to estimate the size of such exclusions so that 
compliance with the 10% rule could be gauged in advance.

The general TIMSS 1999 rules for defining within-school 
exclusions included:

• Educable mentally disabled students. These are students 
who were considered, in the professional opinion of the 
school principal or other qualified staff members, to be edu-
cable mentally disabled, or students who had been so diag-
nosed by psychological tests. This included students who 
were emotionally or mentally unable to follow even the gen-
eral instructions of the TIMSS 1999 test. It did not include 
students who merely exhibited poor academic performance 
or discipline problems.

• Functionally disabled students. These are students who were 
permanently physically disabled in such a way that they could 
not perform the tasks required for the TIMSS 1999 tests. 
Functionally disabled students who could perform were 
included in the testing.

• Non-native-language speakers. These are students who could 
not read or speak the language of the test and so could not 
overcome the language barrier of testing. Typically, a student 
who had received less than one year of instruction in the lan-
guage of the test was excluded, but this definition was 
adapted in different countries.

The stated objective in TIMSS 1999 was that the effective target 
population, the population actually sampled by TIMSS 1999, be 
as close as possible to the international desired population. 
Exhibit 5.1 illustrates the relationship between the desired popu-
lations and the excluded populations. Any exclusion of eligible 
students from the international desired population had to be 
accounted for, both at the school level and within samples.
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The size of the excluded population was documented and served 
as an index of the coverage and representativeness of the 
selected samples.

Exhibit 5.1 Relationship Between the Desired Populations and Exclusions

5.3 Sample Design The basic sample design for TIMSS 1999 is generally referred 
to as a two-stage stratified cluster sample design. The first stage 
consisted of a sample of schools3, which may be stratified; the 
second stage consisted of a single mathematics classroom 
selected at random from the target grade in sampled schools. 
It was also permissible to add a third stage, in which students 
could be sampled within classrooms. This design lent itself to 
the many analytical requirements of TIMSS 1999.

5.3.1 Units of Analysis and Sampling Units

The TIMSS 1999 analytical focus was both on the cumulative 
learning of students and on the instructional characteristics 
affecting learning. The sample design, therefore, had to address 
the measurement both of characteristics thought to influence 
cumulative learning and of specific characteristics of instruction. 

National Desired
Target Population

Exclusions from
National Coverage

International
Desired Target

Population

National Defined
Target Population

School-Level
Exclusions

Effective Target
Population

Within-Sample
Exclusions

3. In some very large countries, it was necessary to include an extra preliminary stage in 
which school districts were sampled first, and then schools.
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Because schools, classrooms, and students were all considered 
potential units of analysis, they had to be considered as sampling 
units. This was necessary in order to meet specific requirements 
for data quality and sampling precision at all levels.

Although in the second sampling stage the sampling units were 
intact mathematics classrooms, the ultimate sampling elements 
were students. Consequently, it was important that each student 
from the target grade be a member of one and only one of the 
mathematics classes in a school from which the sampled classes 
were to be selected. In most education systems, the mathematics 
class coincided with a student homeroom or science class. In 
some systems, however, mathematics and science classes did not 
coincide. In any case, participating countries were asked to 
define the classrooms on the basis of mathematics instruction. If 
not all students in the national desired population belonged to a 
mathematics class, then an alternative definition of the classroom 
was required for ensuring that the non-mathematics students had 
an opportunity to be selected.

5.3.2 Sampling Precision and Sample Size

Sample sizes for TIMSS 1999 had to be specified so as to meet the 
analytic requirements of the study. Since students were the princi-
pal units of analysis, the ability to produce reliable estimates of 
student characteristics was important. The TIMSS 1999 standard 
for sampling precision required that all population samples have 
an effective sample size of at least 400 students for mathematics 
and science achievement. In other words, the samples should 
have sampling errors no greater than those that would be 
obtained from a simple random sample of 400 students.

An effective sample size of 400 students results in the following 
95% confidence limits for sample estimates of population means, 
percentages, and correlation coefficients.

• Means: m ± 0.1s (where m is the mean estimate and s is the 
estimated standard deviation for students)

• Percentages: p ± 5.0% (where p is a percentage estimate)

• Correlations: r ± 0.1 (where r is a correlation estimate)

Furthermore, since TIMSS 1999 was designed to allow for analyses 
at the school and classroom levels, at least 150 schools were to be 
selected from the target population. A sample of 150 schools 
results in 95% confidence limits for school-level and classroom-
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level mean estimates that are precise to within ± 16% of their stan-
dard deviations. To ensure sufficient sample precision for these 
units of analysis, some participants had to sample more schools 
than they would have selected otherwise.

The precision of multistage cluster sample designs are generally 
affected by the so-called clustering effect. A classroom as a sam-
pling unit constitutes a cluster of students who tend to be more 
like each other than like other members of the population. The 
intraclass correlation is a measure of this similarity. Sampling 30 stu-
dents from a single classroom, when the intraclass correlation is 
positive, will yield less information than a random sample of 30 
students spread across all classrooms in a school. Such sample 
designs are less efficient, in terms of information per sampled 
student, than a simple random sample of the same size. This clus-
tering effect had to be considered in determining the overall 
sample size for TIMSS 1999.

The magnitude of the clustering effect is determined by the size 
of the cluster (classroom) and the size of the intraclass correla-
tion. For planning the sample size, therefore, each country had 
to choose a value for the intraclass correlation, and a value for 
the expected cluster size (this was known as the minimum cluster 
size). The intraclass correlation for each country was estimated 
from past studies, such as TIMSS 1995, or from national assess-
ments. In the absence of such sources, an intraclass correlation of 
0.3 was assumed. Since all participants chose to test intact class-
rooms, the minimum cluster size was in fact the average class-
room size. The specification of the minimum cluster size affected 
not only the number of schools sampled, but also the way in 
which small schools and small classrooms were treated.

Sample-design tables were produced and included in the TIMSS 
1999 School Sampling Manual (see Exhibit 5.2 for an example). 
These tables illustrated the number of schools that had to be sam-
pled to meet the TIMSS sampling precision requirements for a 
range of values of intraclass correlation and minimum cluster 
sizes. TIMSS 1999 participants could use these tables to deter-
mine how many schools they should sample. For example, an 
examination of Exhibit 5.2 shows that a participant whose intra-
class correlation was expected to be 0.6 and whose average class-
room size was 30 needed to sample a minimum of 248 schools. 
Whenever the estimated number of schools to sample fell below 
150, participants were asked to sample at least 150 schools.
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The sample-design tables could be used also to determine sample 
sizes for more complex designs. For example, a number of strata 
could be constructed for which different minimum cluster sizes 
could be specified, thereby refining the national sample design 
in a way that might avoid special treatment of small schools (See 
the following section on Small Schools).

Exhibit 5.2: Sample-Design Table* (95%Confidence Limits For Means ±0.1s / Percentages ±5.0)

a = number of sampled schools
n = number of sampled students in target grade
*Minimum school sample required = 150
**MCS is the number of students selected in each sampled school (generally the average classroom size).

MCS** Intraclass Correlation

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

5 a 150 157 189 221 253 285 317 349 381

n 750 785 945 1 105 1 265 1 425 1 585 1 745 1 905

10 a 150 150 155 191 227 263 299 335 371

n 1 500 1 500 1 550 1 910 2 270 2 630 2 990 3 350 3 710

15 a 150 150 150 180 218 255 292 330 367

n 2 250 2 250 2 250 2 700 3 270 3 825 4 380 4 950 5 505

20 a 150 150 150 175 213 251 289 327 365

n 3 000 3 000 3 000 3 500 4 260 5 020 5 780 6 540 7 300

25 a 150 150 150 172 211 249 287 326 364

n 3 750 3 750 3 750 4 300 5 275 6 225 7 175 8 150 9 100

30 a 150 150 150 170 209 248 286 325 364

n 4 500 4 500 4 500 5 100 6 270 7 440 8 580 9 750 10 920

35 a 150 150 150 169 208 246 285 324 363

n 5 250 5 250 5 250 5 915 7 280 8 610 9 975 11 340 12 705

40 a 150 150 150 168 207 246 285 324 363

n 6 000 6 000 6 000 6 720 8 280 9 840 11 400 12 960 14 520

45 a 150 150 150 167 206 245 284 323 362

n 6 750 6 750 6 750 7 515 9 270 11 025 12 780 14 535 16 290

50 a 150 150 150 166 205 245 284 323 362

n 7 500 7 500 7 500 8 300 10 250 12 250 14 200 16 150 18 100
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5.3.3 Stratification

Stratification is the grouping of sampling units (e.g., schools) 
in the sampling frame according to some attribute or vari-
able prior to drawing the sample. It is generally used for the 
following reasons:

• To improve the efficiency of the sample design, thereby making 
survey estimates more reliable

• To apply different sample designs, or disproportionate sam-
ple-size allocations, to specific groups of schools (such as 
those within certain states or provinces)

• To ensure adequate representation in the sample of specific 
groups from the target population.

Examples of stratification variables for school samples are geog-
raphy (such as states or provinces), school type (such as public 
and private schools), and level of urbanization (such as rural 
and urban). Stratification variables in the TIMSS 1999 sample 
design could be used explicitly, implicitly, or both.

Explicit stratification consists of building separate school lists, or 
sampling frames, according to the stratification variables under 
consideration. Where, for example, geographic regions were an 
explicit stratification variable, separate school sampling frames 
were constructed for each region. Different sample designs, or 
different sampling fractions, could then be applied to each 
school-sampling frame to select the sample of schools. In prac-
tice, the main reason for considering explicit stratification in 
TIMSS 1999 was disproportionate allocation of the school sample 
across strata. For example, a country might require an equal 
number of schools from each stratum, regardless of the relative 
size of each stratum.

Implicit stratification makes use of a single school sampling frame, 
but sorts the schools in this frame by a set of stratification variables. 
This is a simple way of ensuring proportional sample allocation 
without the complexity of explicit stratification. Implicit stratifica-
tion can also improve the reliability of survey estimates, provided 
the variables are related to school mean student achievement in 
mathematics and science.
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5.3.4 Replacement Schools

Although TIMSS participants placed great emphasis on securing 
school participation, it was anticipated that a 100% participation 
rate would not be possible in all countries. To avoid losses in sam-
ple size, a mechanism was instituted to identify, a priori, two 
replacement schools for each sampled school. The use of implicit 
stratification variables and the subsequent ordering of the school 
sampling frame by size ensured that any sampled school’s 
replacement would have similar characteristics. Although this 
approach was not guaranteed to avoid response bias, it would 
tend to minimize the potential for bias. Furthermore, it was 
deemed more acceptable than over-sampling to accommodate a 
low response rate.

5.3.5 First Sampling Stage

The sample-selection method used for the first-stage of sampling 
in TIMSS 1999 made use of a systematic probability-proportional-
to-size (PPS) technique. Use of this method required some mea-
sure of size (MOS) of the sampling units. Ideally this was the 
number of sampling elements within the unit (e.g., number of 
students in the target grade in the school). If this information was 
unavailable, some other highly correlated measure, such as total 
school enrollment, was used.

The schools in each explicit stratum were listed in order of the 
implicit stratification variables, together with the MOS for each 
school. They were further sorted by MOS within each variable. 
The measures of size were accumulated from school to school, 
and the running total (the cumulative MOS) was listed next to 
each school (see Exhibit 5.3). The cumulative MOS was a mea-
sure of the size of the population of sampling elements; dividing 
it by the number of schools sampled gives the sampling interval.

The first school was sampled by choosing a random number in 
the range between one and the sampling interval. The school 
whose cumulative MOS contained the random number was the 
sampled school. By adding the sampling interval to that first ran-
dom number, a second school was identified. This process of con-
sistently adding the sampling interval to the previous selection 
number resulted in a PPS sample of the required size.
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As each school was selected, the next school in the sampling 
frame was designated as a replacement school for use should the 
sampled school not participate in the study, and the next after 
that as a second replacement, for use should neither the sampled 
school nor its replacement participate.

Two of the many benefits of the PPS sample selection method are 
that it is easy to implement, and that it is easy to verify that it was 
implemented properly. The latter was critical since one of TIMSS 
1999’s major objectives was to be able to verify that a sound sam-
pling methodology had been used.

Exhibit 5.3 illustrates the PPS systematic sampling method 
applied to a fictitious sampling frame. The first three sampled 
schools are shown, as well as their corresponding first and second 
replacements (R1 and R2).
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Exhibit 5.3:  Application of the PPS Systematic Sampling Method

S = Sampled School
R1, R2 = Replacement Schools

Total MOS: 392154 Sampling Interval: 2614

School Sample: 150 Random Start: 1135

School 
Identification 

Number

Measure of Size 
(MOS) Cumulative MOS

Sampled and 
Replacement 

Schools

172989 532 532

976181 517 1049

564880 487 1536 S

387970 461 1997 R1

483231 459 2456 R2

550766 437 2893

228699 406 3299

60318 385 3684

201035 350 4034 S

107346 341 4375 R1

294968 328 4703 R2

677048 311 5014

967590 299 5313

644562 275 5588

32562 266 5854

194290 247 6101

129135 215 6316

1633 195 6511 S

256393 174 6685 R1

754196 152 6837 R2

750793 133 6970

757843 121 7091

743500 107 7198

84930 103 7301

410355 97 7398
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5.3.6 Small Schools

Small schools tend to be problematic in PPS samples because stu-
dents sampled from these schools get disproportionately large 
sampling weights, and when the school size falls below the mini-
mum cluster size, it reduces the overall student sample size. A 
school was deemed small in TIMSS 1999 if it was smaller than the 
minimum cluster size. Thus, if the minimum cluster size for a 
country was set at 20, then a school with fewer than 20 students in 
the target grade was considered a small school. Extremely small 
schools were defined as schools with fewer students than half the 
minimum cluster size. For example, if the minimum cluster size 
was set at 20, then schools with fewer than 10 students in the tar-
get grade were considered extremely small schools. 

In TIMSS 1999, small schools were handled differently than in 
TIMSS 1995. In TIMSS 1999, two options were available for deal-
ing with small schools:

• Exclusion. If student enrollment in these schools was less 
than 2% of the eligible population, they were excluded, 
provided the overall exclusion rate did not exceed the 
10% criterion.

• Explicit stratum of small schools. If fewer than 10% of eligi-
ble students were enrolled in small schools, then no addi-
tional action was required. If, however, more than 10% of 
eligible students were enrolled in small schools, then an 
explicit stratum of small schools was required. The number of 
schools to sample from this stratum remained proportional to 
the stratum size, but all schools had an equal probability of 
selection. This action ensured greater stability in the resulting 
sampling weights.

5.3.7 Optional Preliminary Sampling Stage

Some very large countries chose to introduce a preliminary 
sampling stage before sampling schools. This consisted of a 
PPS sample of geographic regions. A sample of schools was 
then selected from each sampled region. This design was used 
mostly as a cost-reduction measure where the construction of a 
comprehensive list of schools would have been either impossi-
ble or prohibitively expensive. Also, this additional sampling 
stage reduced the dispersion of the school sample, thereby 
potentially reducing travel costs. Sampling guidelines were put 
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in place to ensure that an adequate number of units were sam-
pled from this preliminary stage. The sampling frame had to 
consist of at least 80 primary sampling units, of which at least 
40 had to be sampled at this stage.

5.3.8 Second Sampling Stage

The second sampling stage consisted of selecting classrooms 
within sampled schools. As a rule, one classroom per school was 
sampled, although some participants opted to sample two class-
rooms. Classrooms were selected either with equal probabilities 
or with probabilities proportional to their size. Participants who 
opted to test all students in selected classrooms sampled class-
rooms with equal probabilities. This was the method of choice for 
most participants. A procedure was also available whereby NRCs 
could choose to sub-sample students within randomly selected 
classrooms using PPS.

5.3.9 Small Classrooms

Generally, classes in an education system tend to be of roughly 
equal size. Occasionally, however, small classes are devoted to 
special activities, such as remedial or accelerated programs. 
These can become problematic, since they can lead to a shortfall 
in sample size and thus introduce some instability in the result-
ing sampling weights when classrooms are selected with PPS.

In order to avoid these problems, the classroom sampling proce-
dure specified that any classroom smaller than half the minimum 
cluster size be combined with another classroom from the same 
grade and school. For example, if the minimum cluster size was 
set at 30, then any classroom with fewer than 15 students was 
combined with another. The resulting pseudo-classroom then 
constituted a sampling unit.

5.3.10 Required Participation Rates

School-Level Participation Rates

The minimum acceptable school-level participation rate, before 
the use of replacement schools, was set at 85%. This criterion 
was applied to the unweighted school response rate. School 
response rates were computed and reported both weighted and 
unweighted, with and without replacement schools as described 
in section 5.6.
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Student-Level Participation Rates

Like the school-level participation rate, the minimum acceptable 
student-within-school participation rate was set at 85%. This crite-
rion was applied to the unweighted student-level participation 
rate. Both weighted and unweighted student participation rates 
were computed and reported. 

Overall Participation Rates

The minimum acceptable overall participation rate was set at 
75%. This rate was calculated as the product of the weighted 
school-level participation rate without replacement schools and 
the weighted student-level participation rate. Weighted overall 
participation rates were computed and reported both with and 
without replacement schools.

5.4 Implementation of 
the Sample Design

5.4.1 Target Population Grades

Exhibit 5.4 summarizes the grades identified as the target grade in 
all participating countries. For most countries, the target grade did 
indeed turn out to be the eighth grade.4 Only in Finland, Morocco, 
and some states in the Russian Federation was the seventh grade the 
target grade. In parts of Australia and New Zealand, the target grade 
was the ninth grade. Average student ages ranged from 13.8 in 
Cyprus and Finland to 15.5 in South Africa. 

4. In TIMSS in 1995, Romania and Slovenia selected the eighth grade as the upper of their 
target grades. Subsequently, analysis of the age distributions in those countries showed that 
their students were older, on average, than students in most other countries. Both countries 
chose to test the same grade again in 1999 in order to have comparable trend data.
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Exhibit 5.4 National Grade Definitions

Country Country’s Name for 
Grade Tested

Years of 
Formal 

Schooling

Mean Age of 
Students 
Tested

Australia 8 or 9 8 or 9 14.3
Belgium (Flemish) 2A & 2P 8 14.1
Bulgaria 8 8 14.8
Canada 8 8 14.0
Chile 8 8 14.4
Chinese Taipei 2nd Grade Junior High School 8 14.2
Cyprus 8 8 13.8
Czech Republic 8 9 14.4
England Year 9 9 14.2
Finland 7 7 13.8
Hong Kong, SAR Secondary 2 8 14.2
Hungary 8 8 14.4
Indonesia 2nd Grade Junior High School 8 14.6
Iran, Islamic Rep. 9 8 14.6
Israel 9 8 14.1
Italy 3rd Grade Middle School 8 14.0
Japan 2nd Grade Lower Secondary 8 14.4
Jordan 8 8 14.0
Korea, Rep. of 2nd Grade Middle School 8 14.4
Latvia (LSS) 8 8 14.5
Lithuania 9 8.5 15.2
Macedonia, Rep. of 8 8 14.6
Malaysia Form 2 8 14.4
Moldova 8 9 14.4
Morocco 7 7 14.2
Netherlands Secondary 2 8 14.2
New Zealand Year 9 8.5 to 9.5 14.0
Philippines 1st Year High School 7 14.1
Romania 8 8 14.8
Russian Federation 8 7 or 8 14.1
Singapore Secondary 2 8 14.4
Slovak Republic 8 8 14.3
Slovenia 8 8 14.8
South Africa 8 8 15.5
Thailand Secondary 2 8 14.5
Tunisia 8 8 14.8
Turkey 8 8 14.2
United States 8 8 14.2
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Coverage And Exclusions

Exhibit 5.5 summarizes national coverage and exclusions in the 
TIMSS 1999 target populations. National coverage of the interna-
tional desired target population was generally comprehensive. 
Only Latvia and Lithuania chose a national desired population 
less than the international desired population.5 Because coverage 
of the international desired population fell below 65% for Latvia, 
the Latvian results have been labelled “Latvia (LSS),” for Latvian-
speaking schools. Coverage was more inclusive in Lithuania, but 
since it was less than 100%, the Lithuanian results were footnoted 
to reflect this situation. The Lithuanian results were also foot-
noted to indicate that although Lithuania tested the same cohort 
of students as other countries, it did so later in 1999, at the begin-
ning of the next school year.

School-level exclusions generally consisted of schools for the dis-
abled and very small schools; however, there were some national 
deviations that are documented in Appendix C of the TIMSS 
1999 Technical Report (Martin, Gregory, & Stemler, 2000). 
Within-school exclusions generally consisted of disabled students 
and students that could not be assessed in the language of the 
test. Only in Israel did the level of excluded students exceed the 
TIMSS maximum of 10%, and this was reflected in a footnote in 
the TIMSS 1999 International Reports (Martin et al., 2000; Mullis 
et al., 2000). A few countries had no within-school exclusions.

5. The Latvian population was restricted to schools catering to Latvian-speaking stu-
dents only, and the Lithuanian population to schools catering to Lithuanian-speaking 
students only.
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Exhibit 5.5 National Coverage and Overall Exclusion Rates

5.4.2 Sampling of Schools and Students

Target Population Sizes

Exhibit 5.6 summarizes the number of schools and students in 
each country’s target population, as well as the sample sizes of 
schools and students that participated in the study. Most of the 
target population sizes are derived from the sampling frames 
from which the TIMSS samples were drawn. The school and stu-
dent population sizes for Turkey, however, were estimated from 

International Desired Population National Desired Population Overall

Coverage Notes on Coverage School-Level 
Exclusions

Within-Sample 
Exclusions

Overall 
Exclusions

Australia 100% 1% 1% 2% 

Belgium (Flemish) 100% 1% 0% 1% 

Bulgaria 100% 5% 0% 5% 

Canada 100% 4% 2% 6% 

Chile 100% 3% 0% 3% 

Chinese Taipei 100% 1% 1% 2% 

Cyprus 100% 0% 1% 1% 

Czech Republic 100% 5% 0% 5% 

England 100% 2% 3% 5% 

Finland 100% 3% 0% 4% 

Hong Kong, SAR 100% 1% 0% 1% 

Hungary 100% 4% 0% 4% 

Indonesia 100% 0% 0% 0% 

Iran, Islamic Rep. 100% 4% 0% 4% 

Israel 100% 8% 8% 16% 

Italy 100% 4% 2% 7% 

Japan 100% 1% 0% 1% 

Jordan 100% 2% 1% 3% 

Korea, Rep. of 100% 2% 2% 4% 

Latvia 61% Latvian-speaking students only 4% 0% 4% 

Lithuania 87% Lithuanian-speaking students only 5% 0% 5% 

Macedonia, Rep. of 100% 1% 0% 1% 

Malaysia 100% 5% 0% 5% 

Moldova 100% 2% 0% 2% 

Morocco 100% 1% 0% 1% 

Netherlands 100% 1% 0% 1% 

New Zealand 100% 2% 1% 2% 

Philippines 100% 3% 0% 3% 

Romania 100% 4% 0% 4% 

Russian Federation 100% 1% 1% 2% 

Singapore 100% 0% 0% 0% 

Slovak Republic 100% 7% 0% 7% 

Slovenia 100% 3% 0% 3% 

South Africa 100% 2% 0% 2% 

Thailand 100% 3% 0% 3% 

Tunisia 100% 0% 0% 0% 

Turkey 100% 2% 0% 2% 

United States 100% 0% 4% 4% 
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the number of students in the primary sampling units (prov-
inces) that Turkey sampled. In addition, the school and student 
population sizes for the United States and the Russian Federation 
were not computed from the sampling frame, but were provided 
by their respective NRC. Using the sampling weights computed 
for each country (see section 5.5), TIMSS derived an estimate of 
the student population size, which matched closely the student 
population size from the sampling frame (see Exhibit 5.6). 

Exhibit 5.6 Population and Sample Sizes

Country
Population Sample

Schools Students Schools Students Est. Pop.

Australia 2072 255648 170 4032 260130

Belgium (Flemish) 697 67765 135 5259 65539

Bulgaria 2160 85066 163 3272 88389

Canada 5925 395960 385 8770 371061

Chile 4044 238894 185 5907 208910

Chinese Taipei 758 342753 150 5772 310428

Cyprus 61 9862 61 3116 9785

Czech Republic 1606 124583 142 3453 119462

England 3784 566590 128 2960 552231

Finland 649 64386 159 2920 59665

Hong Kong SAR 408 79397 137 5179 79097

Hungary 2693 114156 147 3183 111298

Indonesia 18565 2167498 150 5848 1956221

Iran Islamic Rep. 24560 1576860 170 5301 1655741

Israel 834 95031 139 4195 81486

Italy 5488 582110 180 3328 548711

Japan 10102 1449671 140 4745 1411038

Jordan 1276 100176 147 5052 89171

Korea Rep. of 2504 635080 150 6114 609483

Latvia 586 19663 145 2873 18122

Lithuania 954 41824 150 2361 40452

Macedonia Rep. of 355 30387 149 4023 30280

Malaysia 1642 378762 150 5577 397762

Moldova 1216 64241 150 3711 59956

Morocco 1094 330186 173 5402 347675

Netherlands 730 175513 126 2962 198144

New Zealand 379 51716 152 3613 51553

Philippines 5001 1233150 150 6601 1078093

Romania 6691 258833 147 3425 259621

Russian Federation 58595 2100000 189 4332 2057412

Singapore 145 41700 145 4966 41346

Slovak Republic 1392 76790 145 3497 72521

Slovenia 434 24645 149 3109 23514

South Africa 7234 968857 194 8146 844705

Thailand 7839 790788 150 5732 727087

Tunisia 533 140580 149 5051 139639

Turkey 6531 636242 204 7841 618058

United States 41499 3464627 221 9072 3336295
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5.5 Sampling Weights The multi-stage nature of the TIMSS sampling design meant that 
students were sampled with varying probabilities. Consequently, 
one student in the assessment does not necessarily represent the 
same proportion of students in the population as another, as 
would be the case with a simple random sampling approach. To 
account for differential probabilities of selection due to the 
design and to ensure proper survey estimates, TIMSS computed a 
sampling weight for each participating student. The procedures 
for calculating sampling weights are described fully in Foy (2000).

5.5.1 The First Stage (School) Weight

The first stage weight represented the inverse of the first stage 
selection probability assigned to a sampled school. The TIMSS 
1999 sample design required that school selection probabilities 
be proportional to the school size (PPS). The basic first stage 
weight for the ith sampled school was thus defined as

where n was the number of sampled schools, mi was the measure 
of size for the ith school, and

 where N was the total number of schools in the explicit stratum.

5.5.2 School Non-Participation Adjustment

First stage weights were calculated for all sampled schools and 
replacement schools that participated. A school-level participa-
tion adjustment was required to compensate for schools that were 
sampled but did not participate and were not replaced. Sampled 
schools that were found to be ineligible6 were removed from the 
calculation of this adjustment. The school-level participation 
adjustment was calculated separately for each explicit stratum. 

6. A sampled school was ineligible if it was found to contain no eligible (i.e., eighth-
grade) students. Such schools usually were in the sampling frame by mistake, and 
included schools that had recently closed, or amalgamated with another school.
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The adjustment was calculated as follows: 

where  was the number of originally sampled schools that par-
ticipated,  and  the number of first and second replacement 
schools, respectively, that participated, and  the number of 
schools that did not participate.

The final first stage weight for the ith school, corrected for non-
participating schools, thus became: 

5.5.3 The Second Stage (Classroom) Weight

The second stage weight represented the inverse of the second 
stage selection probability assigned to a sampled classroom. 
Although almost all TIMSS 1999 participants sampled intact class-
rooms using equal probability sampling, it also was permissible to 
subsample students within classes using PPS techniques. Proce-
dures for calculating sampling weights are presented below for 
both approaches.

Equal Probability Weighting: For the ith school, let be the total 
number of classrooms and ci the number of sampled classrooms. 
Using equal probability sampling, the final second stage weight 
assigned to all sampled classrooms in the ith school was 

As a rule, ci took the values 1 or 2 and remained fixed for all sam-
pled schools. In those cases where ci took the value 2 and only 
one of the sampled classrooms participated, the second stage 
weight was adjusted by multiplying it by 2. 
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Probability Proportional to Size Weighting: For the ith school, let 
ki,j be the size of the jth classroom. Using PPS sampling, the final 
second stage weight assigned to the jth sampled classroom in the 
ith school was 

where ci was the number of sampled classrooms in the ith school, 
as defined earlier, and

Again, usually ci took the values one or two and remained fixed 
for all sampled schools. In those cases where ci took the value 2 
and only one of the sampled classrooms participated, the second 
stage weight was adjusted by multiplying it by two. 

5.5.4 The Third Stage (Student) Weight

The third stage weight represented the inverse of the third stage 
selection probability attached to a sampled student. 

Sampling Intact Classrooms: If intact classrooms were sampled, 
then the basic third stage weight for the jth classroom in the ith 
school was simply 

Although in the standard TIMSS data collection each student was 
assigned one of eight achievement test booklets7, countries were 
permitted to add a further national booklet as required. Where a 
country chose to add a national booklet, the basic third stage 
weight was adjusted to reflect the change in the fraction of stu-
dents responding to each booklet. The basic third stage weight 
thus became

7.  See chapter 2 for a description of the TIMSS test design.
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where

 = number of students assigned a TIMSS 1999 book-
let in the jth classroom of the ith school, 

 = number of students assigned a national booklet in the jth 

classroom of the ith school, and 

where was the number of excluded students8 that were not 

assigned any booklet. Note that this number could be zero if 
there were no excluded students in the classroom. 

5.5.5 Adjustment for Student Non-Participation

The student non-participation adjustment was calculated sepa-
rately for each participating classroom as follows:

This adjustment is the inverse of the unweighted student partici-
pation rate, , computed for the corresponding classroom: 

The third and final stage weight for the jth classroom in the ith 
school thus became

when intact classrooms were sampled.

8.  Criteria for excluding students from the data collection are presented in chapter 2. 
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5.5.6 Overall Sampling Weights

The overall sampling weight was simply the product of the final 
first stage weight, the final second stage weight, and the final 
third stage weight. When intact classrooms were tested the overall 
sampling weight was

or 

When students were subsampled within classrooms, the overall 
sampling weight was 

or 

It is important to note that sampling weights vary by school and 
classroom, but that students within the same classroom have the 
same sampling weights.

5.6 Calculating 
Participation Rates

Since lack of participation by sampled schools or students can 
lead to bias in the results, a variety of participation rates were 
computed to reveal how successful countries had been in secur-
ing participation from their sampled schools. To monitor school 
participation, three school participation rates were computed: 
(1) using originally sampled schools only; (2) using sampled and 
first replacement schools; and (3) using sampled and both first 
and second replacement schools. Student participation rates 
were also computed, as were overall participation rates.

5.6.1 Unweighted School Participation Rates

The three unweighted school participation rates that were com-
puted were the following:

 = unweighted school participation rate for originally-
sampled schools only,
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 = unweighted school participation rate, including sam-
pled and first replacement schools, 

 = unweighted school participation rate, including sam-
pled, first and second replacement schools.

Each unweighted school participation rate was defined as the 
ratio of the number of participating schools to the number of 
originally-sampled schools, excluding any ineligible schools. The 
rates were calculated as follows:

5.6.2 Unweighted Student Participation Rate

The unweighted student participation rate was computed as follows: 

5.6.3 Unweighted Overall Participation Rates

Three unweighted overall participation rates were computed for 
each country. They were as follows: 

 = unweighted overall participation rate for originally 
sampled schools only,

 = unweighted overall participation rate, including sam-
pled and first replacement schools, 

 = unweighted overall participation rate, including sam-
pled, and first and second replacement schools.
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For each country, the overall participation rate was defined as 
the product of the unweighted school participation rate and the 
unweighted student participation rate. They were calculated 
as follows:

5.6.4 Weighted School Participation Rates

In TIMSS 1995, the weighted school-level participation rates were 
computed using school sampling frame information. TIMSS 1999 
used student-level information instead. The alternate method has 
two advantages:

• Weighted school participation rates can be easily replicated 
by all data users since all the required data are available from 
the international database

• These rates more accurately reflect the current size of the 
target population since they rely on up to date within-school 
sampling information.

The TIMSS 1995 method relied on school data as reported on 
the sampling frame, which often were not up to date with regard 
to current school enrollment. Conceptually, however, both meth-
ods are equivalent when assuming an up to date sampling frame, 
and should yield comparable results in practice.

Three weighted school-level participation rates were computed 
using the alternate method. They were as follows:

 = weighted school participation rate for originally-sampled 
schools only, 

 = weighted school participation rate, including sampled 
and first replacement schools, 

 = weighted school participation rate, including sampled, 
first and second replacement schools. 
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The weighted school participation rates were calculated as follows:

where both the numerator and denominator were summations 
over all responding students and the appropriate classroom-level 
and student-level sampling weights were used. Note that the basic 
school-level weight appears in the numerator, whereas the final 
school-level weight appears in the denominator. 

The denominator remains unchanged in all three equations and is 
the weighted estimate of the total enrollment in the target popula-
tion. The numerator, however, changes from one equation to the 
next. Only students from originally sampled schools were included 
in the first equation; students from first replacement schools were 
added in the second equation; and students from first and second 
replacement schools were added in the third equation. 

5.6.5 Weighted Student Participation Rates

The weighted student response rate was computed as follows: 
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where both the numerator and denominator were summations 
over all responding students and the appropriate classroom-level 
and student-level sampling weights were used. Note that the basic 
student weight appears in the numerator, whereas the final stu-
dent weight appears in the denominator. Furthermore, the 
denominator in this formula was the same quantity that appears 
in the numerator of the weighted school-level participation rate 
for all participating schools, sampled and replacement.

5.6.6 Weighted Overall Participation Rates

Three weighted overall participation rates were computed. They 
were as follows:

 = weighted overall participation rate for originally-
sampled schools only,

 = weighted overall participation rate, including sampled 
and first replacement schools, 

 = weighted overall participation rate, including sampled, 
first and second replacement schools.

Each weighted overall participation rate was defined as the product 
of the appropriate weighted school participation rate and the 
weighted student participation rate. They were computed as follows:

5.7 Final Participation 
Rates

Countries understood that the goal for sampling participation 
was 100% for all sampled schools and students, and that the 
guidelines established by TIMSS in 1995 for reporting achieve-
ment data for countries securing less than full participation also 
would be applied in 1999.

According to TIMSS, countries would be assigned to one of three 
categories on the basis of their sampling participation (Exhibit 
5.7). Countries in category 1 were considered to have met the 
TIMSS sampling requirements and to have an acceptable partici-
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pation rate. Countries in category 2 met the sampling require-
ments only after including replacement schools. Countries that 
failed to meet the participation requirements even with the use 
of replacement schools were assigned to category 3. One of the 
main goals for quality data in TIMSS 1999 was to have as many 
countries as possible achieve category 1 status, and to have no 
countries in category 3. 

Exhibit 5.7 Categories of Sampling Participation

Exhibits 5.8 through 5.11 present the school, student, and overall 
participation rates and achieved sample sizes for each participat-
ing country. As can be seen from these exhibits, all TIMSS 1999 
countries except England met the requirements for category 1. 
England had an unweighted school participation rate before 

Category 1

Acceptable sampling participation rate without the use of replacement schools.
In order to be placed in this category, a country had to have:

• An unweighted school response rate without replacement of at least 85% (after 
rounding to nearest whole percent) AND an unweighted student response rate (after 
rounding) of at least 85%

OR
• A weighted school response rate without replacement of at least 85% (after round-

ing to nearest whole percent) AND a weighted student response rate (after rounding) 
of at least 85%

OR
• The product of the (unrounded) weighted school response rate without replacement 

and the (unrounded) weighted student response rate of at least 75% (after rounding 
to the nearest whole percent).

Countries in this category appeared in the tables and figures in international reports without 
annotation ordered by achievement as appropriate.

Category 2

Acceptable sampling participation rate only after replacement schools were included. A 
country was placed in category 2 if:

• It failed to meet the requirements for category 1 but had either an unweighted or 
weighted school response rate without replacement of at least 50% (after rounding 
to the nearest percent)

AND HAD EITHER
• An unweighted school response rate with replacement of at least 85% (after round-

ing to nearest whole percent) AND an unweighted student response rate (after 
rounding) of at least 85%

OR
• A weighted school response rate with replacement of at least 85% (after rounding 

to nearest whole percent) AND a weighted student response rate (after rounding) of 
at least 85%

OR
• The product of the (unrounded) weighted school response rate with replacement and 

the (unrounded) weighted student response rate of at least 75% (after rounding to 
the nearest whole percent).

Countries in this category were annotated in the tables and figures in international reports 
and ordered by achievement as appropriate.

Category 3

Unacceptable sampling response rate even when replacement schools are included. Countries 
that could provide documentation to show that they complied with TIMSS sampling proce-
dures and requirements but did not meet the requirements for category 1 or category 2 were 
placed in category 3.

Countries in this category would appear in a separate section of the achievement tables, 
below the other countries, in international reports. These countries were presented in 
alphabetical order. 



110

TIMSS 1999 Benchmarking • Technical Report • Chapter 5

including replacement schools of 51%. With replacement this 
increased to 85%, which meant that England belonged in 
category 2. Accordingly the results for England were annotated 
in the achievement exhibits in the TIMSS 1999 International 
Reports. In TIMSS 1999, no country was assigned to category 3.

Exhibit 5.8 School Participation Rates & Sample Sizes

Country

School 
Participation 

Before 
Replacement 

(Weighted 
Percentage)

School 
Participation 

After 
Replacement 

(Weighted 
Percentage)

Number of 
Schools in 
Original 
Sample

Number of 
Eligible 

Schools in 
Original 
Sample

Number of 
Schools in 
Original 

Sample That 
Participated

Number of 
Replacement 
Schools That 
Participated

Total 
Number of 

Schools That 
Participated

Australia 83% 93% 184 182 152 18 170

Belgium (Flemish) 72% 89% 150 150 106 29 135

Bulgaria 97% 97% 172 169 163 0 163

Canada 92% 95% 410 398 376 9 385

Chile 98% 100% 186 185 181 4 185

Chinese Taipei 100% 100% 150 150 150 0 150

Cyprus 100% 100% 61 61 61 0 61

Czech Republic 94% 100% 150 142 136 6 142

England 49% 85% 150 150 76 52 128

Finland 97% 100% 160 160 155 4 159

Hong Kong, SAR 75% 76% 180 180 135 2 137

Hungary 98% 98% 150 150 147 0 147

Indonesia 84% 100% 150 150 132 18 150

Iran, Islamic Rep. 96% 100% 170 170 164 6 170

Israel 98% 100% 150 139 137 2 139

Italy 94% 100% 180 180 170 10 180

Japan 93% 93% 150 150 140 0 140

Jordan 99% 100% 150 147 146 1 147

Korea, Rep. of 100% 100% 150 150 150 0 150

Latvia 96% 98% 150 148 143 2 145

Lithuania 100% 100% 150 150 150 0 150

Macedonia, Rep. of 99% 99% 150 150 149 0 149

Malaysia 99% 100% 150 150 148 2 150

Moldova 96% 100% 150 150 145 5 150

Morocco 99% 99% 174 174 172 1 173

Netherlands 62% 85% 150 148 86 40 126

New Zealand 93% 97% 156 156 145 7 152

Philippines 98% 100% 150 150 148 2 150

Romania 98% 98% 150 150 147 0 147

Russian Federation 98% 100% 190 190 186 3 189

Singapore 100% 100% 145 145 145 0 145

Slovak Republic 95% 96% 150 150 143 2 145

Slovenia 98% 99% 150 150 147 2 149

South Africa 85% 91% 225 219 183 11 194

Thailand 93% 100% 150 150 143 7 150

Tunisia 84% 100% 150 149 126 23 149

Turkey 99% 100% 204 204 202 2 204

United States 83% 90% 250 246 202 19 221
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Exhibit 5.9 Student Participation Rates & Sample Sizes

Country

Within 
School 
Student 

Participation 
(Weighted 

Percentage)

Number of 
Sampled 

Students in 
Participating 

Schools

Number of 
Students 

Withdrawn 
from Class/

School

Number of 
Students 
Excluded

Number of 
Students 
Eligible

Number of 
Students 
Absent

Number of 
Students 
Assessed

Australia 90% 4600 96 53 4451 419 4032

Belgium (Flemish) 97% 5387 12 0 5375 116 5259

Bulgaria 96% 3461 63 0 3398 126 3272

Canada 96% 9490 84 245 9161 391 8770

Chile 96% 6283 119 18 6146 239 5907

Chinese Taipei 99% 5889 30 42 5817 45 5772

Cyprus 97% 3296 38 32 3226 110 3116

Czech Republic 96% 3640 24 0 3616 163 3453

England 90% 3400 27 115 3258 298 2960

Finland 96% 3060 17 13 3030 110 2920

Hong Kong SAR 98% 5310 18 1 5291 112 5179

Hungary 95% 3350 0 0 3350 167 3183

Indonesia 97% 6162 106 1 6055 207 5848

Iran Islamic Rep. 98% 5497 104 0 5393 92 5301

Israel 94% 4670 29 187 4454 259 4195

Italy 97% 3531 23 86 3422 94 3328

Japan 95% 4996 15 12 4969 224 4745

Jordan 99% 5300 130 42 5128 76 5052

Korea Rep. of 100% 6285 29 128 6128 14 6114

Latvia 93% 3128 16 4 3108 235 2873

Lithuania 89% 2668 0 0 2668 307 2361

Macedonia Rep. of 98% 4096 0 0 4096 73 4023

Malaysia 99% 5713 98 0 5615 38 5577

Moldova 98% 3824 23 0 3801 90 3711

Morocco 92% 5841 42 0 5799 397 5402

Netherlands 95% 3099 12 0 3087 125 2962

New Zealand 94% 3966 96 22 3848 235 3613

Philippines 92% 7591 461 0 7130 529 6601

Romania 98% 3514 36 0 3478 53 3425

Russian Federation 97% 4557 48 34 4475 143 4332

Singapore 98% 5100 37 0 5063 97 4966

Slovak Republic 98% 3695 149 0 3546 49 3497

Slovenia 95% 3287 0 4 3283 174 3109

South Africa 93% 9071 256 0 8815 669 8146

Thailand 99% 5831 59 0 5772 40 5732

Tunisia 98% 5189 45 0 5144 93 5051

Turkey 99% 7972 49 0 7923 82 7841

United States 94% 9981 115 142 9724 652 9072
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Exhibit 5.10 Unweighted Participation Rates

Country

School 
Participation 

Before 
Replacement

School 
Participation 

After 
Replacement

Student 
Participation

Overall 
Participation 

Before 
Replacement

Overall 
Participation 

After 
Replacement

Australia 84% 93% 91% 76% 85%

Belgium (Flemish) 71% 90% 98% 69% 88%

Bulgaria 96% 96% 96% 93% 93%

Canada 94% 97% 96% 90% 93%

Chile 98% 100% 96% 94% 96%

Chinese Taipei 100% 100% 99% 99% 99%

Cyprus 100% 100% 97% 97% 97%

Czech Republic 96% 100% 95% 91% 95%

England 51% 85% 91% 46% 78%

Finland 97% 99% 96% 93% 96%

Hong Kong, SAR 75% 76% 98% 73% 75%

Hungary 98% 98% 95% 93% 93%

Indonesia 88% 100% 97% 85% 97%

Iran, Islamic Rep. 96% 100% 98% 95% 98%

Israel 99% 100% 94% 93% 94%

Italy 94% 100% 97% 92% 97%

Japan 93% 93% 95% 89% 89%

Jordan 99% 100% 99% 98% 99%

Korea, Rep. of 100% 100% 100% 100% 100%

Latvia 97% 98% 92% 89% 91%

Lithuania 100% 100% 88% 88% 88%

Macedonia, Rep. of 99% 99% 98% 98% 98%

Malaysia 99% 100% 99% 98% 99%

Moldova 97% 100% 98% 94% 98%

Morocco 99% 99% 93% 92% 93%

Netherlands 58% 85% 96% 56% 82%

New Zealand 93% 97% 94% 87% 91%

Philippines 99% 100% 93% 91% 93%

Romania 98% 98% 98% 97% 97%

Russian Federation 98% 99% 97% 95% 96%

Singapore 100% 100% 98% 98% 98%

Slovak Republic 95% 97% 99% 94% 95%

Slovenia 98% 99% 95% 93% 94%

South Africa 84% 89% 92% 77% 82%

Thailand 95% 100% 99% 95% 99%

Tunisia 85% 100% 98% 83% 98%

Turkey 99% 100% 99% 98% 99%

United States 82% 90% 93% 77% 84%
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Exhibit 5.11 Weighted Participation Rates

Country

School 
Participation 

Before 
Replacement

School 
Participation 

After 
Replacement

Student 
Participation

Overall 
Participation 

Before 
Replacement

Overall 
Participation 

After 
Replacement

Australia 83% 93% 90% 75% 84%

Belgium (Flemish) 72% 89% 97% 70% 87%

Bulgaria 97% 97% 96% 93% 93%

Canada 92% 95% 96% 88% 92%

Chile 98% 100% 96% 94% 96%

Chinese Taipei 100% 100% 99% 99% 99%

Cyprus 100% 100% 97% 97% 97%

Czech Republic 94% 100% 96% 90% 96%

England 49% 85% 90% 45% 77%

Finland 97% 100% 96% 93% 96%

Hong Kong, SAR 75% 76% 98% 74% 75%

Hungary 98% 98% 95% 93% 93%

Indonesia 84% 100% 97% 81% 97%

Iran, Islamic Rep. 96% 100% 98% 95% 98%

Israel 98% 100% 94% 93% 94%

Italy 94% 100% 97% 91% 97%

Japan 93% 93% 95% 89% 89%

Jordan 99% 100% 99% 98% 99%

Korea, Rep. of 100% 100% 100% 100% 100%

Latvia 96% 98% 93% 89% 91%

Lithuania 100% 100% 89% 89% 89%

Macedonia, Rep. of 99% 99% 98% 98% 98%

Malaysia 99% 100% 99% 98% 99%

Moldova 96% 100% 98% 94% 98%

Morocco 99% 99% 92% 91% 92%

Netherlands 62% 85% 95% 59% 81%

New Zealand 93% 97% 94% 87% 91%

Philippines 98% 100% 92% 91% 92%

Romania 98% 98% 98% 97% 97%

Russian Federation 98% 100% 97% 95% 97%

Singapore 100% 100% 98% 98% 98%

Slovak Republic 95% 96% 98% 93% 94%

Slovenia 98% 99% 95% 93% 94%

South Africa 85% 91% 93% 79% 84%

Thailand 93% 100% 99% 93% 99%

Tunisia 84% 100% 98% 82% 98%

Turkey 99% 100% 99% 98% 99%

United States 83% 90% 94% 78% 85%
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5.8 Summary Population coverage and sampling participation rates were 
good for all countries that participated in TIMSS 1999. Unlike 
the situation in 1995 when a number of countries had difficulty 
securing acceptable participation rates or complying fully with 
sampling guidelines, all countries met the standards for compli-
ance in 1999 and had acceptable participation rates (although 
one country had to rely on replacement schools). Full details of 
the outcome of the TIMSS sampling in each country is pre-
sented in Appendix C of the TIMSS 1999 Technical Report 
(Martin, Gregory, & Stemler, 2000).
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6.1 Overview

 

The previous chapter described the design and implementation 
of the TIMSS samples for the participating countries, including 
the United States. This chapter describes the sampling proce-
dures for the 27 Benchmarking participants.

TIMSS 1999 Benchmarking study participants included thirteen 
states, eight public school districts, and six self-defined school con-
sortia. Samples were selected according to a two-stage stratified 
systematic sample design. Schools were selected independently 
within the sampling strata, then classes were selected within 
schools. The student sample consisted of all eligible students 
within the selected classes.

 

6.2 School Sample

 

Sampling strata were defined by public/private status, where regu-
lar public, Bureau of Indian Affairs, Department of Defense, and 
state schools were “public”; Catholic, non-Catholic religious, and 
nonreligious private schools were “private”. Strata were also 
defined to take into account selection of the TIMSS 1999 national 
sample primary sampling units (PSUs). A PSU is a consolidated 
metropolitan statistical area, a metropolitan statistical area, a 
county, or a group of contiguous counties. Benchmarking PSUs 
were grouped according to whether or not they had been selected 
for the TIMSS 1999 national sample, thus defining “overlap” and 
“nonoverlap” strata.

 

6.3 Target School 
Sample Size

 

The initial public school target sample size was 50 for states, 25 
for districts and consortia. If schools from a participating Bench-
marking jurisdiction were selected as part of the U.S. sample for 
the TIMSS 1999 international study (U.S. national sample), those 
schools were also included in the TIMSS 1999 Benchmarking 
study sample. Target stratum sample sizes were assigned so that 
the distribution of the Benchmarking study sample would be pro-
portional to strata eighth grade enrollments. According to this 
scheme the sampling strata fell into three classes:
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• Overlap strata where the TIMSS 1999 international sample 
met or exceeded the Benchmarking target stratum sample 
size. No additional schools were selected from these strata for 
the Benchmarking sample.

• Overlap strata where the TIMSS 1999 international sample 
was smaller than the Benchmarking target stratum sample 
size. A supplementary sample was drawn so that the final 
stratum sample size would meet the Benchmarking target.

• Nonoverlap strata. A sample was drawn, with target sample 
size equal to the Benchmarking target.

 

6.4 Selecting Schools

 

Within each stratum, the school frame was ordered according to 
eighth grade enrollment. Using a random start and an interval 
determined by total enrollment and desired sample size, schools 
were systematically selected. Thus a school’s probability of selec-
tion was proportional to its share of the target population, that is, 
the eighth grade enrollment. All schools were selected with cer-
tainty in districts and consortia having 25 or fewer members. 
Final sample sizes ranged from 4 to 71 schools.

Since TIMSS 1999 national sample schools were not removed 
from the frame, the possibility existed in the overlap strata that 
some of these schools would be selected into the supplementary 
sample. Expected overlap was calculated for each sampling 
frame. For all jurisdictions but Miami Dade County this was less 
than two schools. Based on an expected overlap of about four 
schools, the Miami Dade County supplementary sample target 
size was set to 19. Four of the ten Miami Dade County TIMSS 
1999 national sample schools were in fact selected, resulting in a 
final Benchmarking sample size equal to the target of 25 schools. 
Two TIMSS 1999 national sample schools were selected into the 
Massachusetts supplementary sample, reducing the final Bench-
marking supplementary sample size from the target of 61 schools 
to 59. Otherwise, the TIMSS 1999 national and supplementary 
samples did not overlap.

States were offered the option of sampling private schools, with 
target sample sizes proportional to the private share of total 
eighth grade enrollment. Idaho, Indiana, Michigan, and Penn-
sylvania chose to sample private schools. Consortia might 
include private schools, but there was no provision to sample 
these schools independently. The exception to this scheme was 
the SW Pennsylvania Regional Math & Science Collaborative, 
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with a sample size of 50, split in proportion to enrollment and 
sampled independently: 44 public schools and 6 private. Private 
schools sampled in TIMSS 1999 Benchmarking were included 
in the final samples for these jurisdictions in the same manner 
as TIMSS 1999 public schools, described above.

 

6.5 Substitute Schools

 

When possible, two substitutes were identified for each Bench-
marking sample school. The general rule was to assign as substi-
tutes the two schools neighboring the sampled school on the 
frame, with the preceding school in the frame order as the first 
substitute, and the succeeding school as the second. The other 
conditions were that a TIMSS 1999 national sample school 
could not serve as a Benchmarking substitute, and that a substi-
tute had to be in the same sampling stratum as the school to 
which it was assigned.

Exhibit 6.1 summarizes the Benchmarking school samples. Final 
sample sizes are shown for each jurisdiction, including the num-
bers of TIMSS 1999 original selections and substitutes. Counts 
are also broken down by sampling stratum, which are identified 
according to overlap status. This table reflects the sampling pro-
cedure described above by which states and the districts and con-
sortia within them were sampled independently. Final state 
samples incorporated the district and consortium samples. The 
Illinois sample included Chicago Public Schools, First in the 
World Consortium, and Naperville Community Unit School 
District #203; the Maryland sample included Montgomery 
County Public Schools; the North Carolina sample included Guil-
ford County Public Schools; the Pennsylvania sample included 
Southwest Pennsylvania Regional Math & Science Collaborative.
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Exhibit 6.1 TIMSS 1999 Benchmarking School Sample Summary

 

1 “Ovp” means that some of the benchmark sample schools from this stratum were also in the national sample. “Rem” means that none of the benchmark sample schools from this 
stratum were part of the national sample..

 

State
Sample 

or 
Census

Jurisdiction

Number of 
Schools in 

TIMSS 1999 
Benchmarking 

Sample

Stratum N

Schools in 
National 
Sample Type /

Entity
Sampling
Stratum

Orig Sub

 

CO Census Academy 4 4 District Rem

 

1

 

CT Sample 54 PU3 12 4 1 State Ovp

PU4 42 State Rem

DE Census DE Sci Coal 25 25 Consortium Ovp/Rem

FL Sample Dade Co 25 25 4 3 District Ovp

ID Sample 54 PR1 0 State Ovp

PR2 2 State Rem

PU3 2 2 State Ovp

PU4 50 State Rem

IL Sample 41 PU1 21 4 1 State Ovp

PU2 3 State Ovp

PU3 17 State Rem

IL Sample Chicago PS 27 27 2 1 District Ovp

IL Census 1

 

st

 

 in World 17 17 1 Consortium Ovp

IL Census Naperville 5 5 District Ovp

IN Sample 61 PR1 2 1 State Ovp

PR2 5 State Rem

PU3 6 State Ovp

PU4 0 State Ovp

PU5 13 4 1 State Ovp

PU6 35 State Rem

MD Sample Mont Co 25 PU3 25 1 District Ovp

MD Sample 54 PU4 17 1 1 State Ovp

PU5 30 3 2 State Ovp

PU6 7 State Rem

MA Sample 59 PU3 2 State Rem

PU4 35 2 1 State Ovp

PU5 8 3 1 State Ovp

PU6 5 4 State Ovp

PU7 9 State Rem
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Exhibit 6.1 (continued) TIMSS 1999 Benchmarking School Sample Summary 

 

State
Sample 

or 
Census

Jurisdiction

Number of 
schools from 
TIMSS 1999 

National Sample

Stratum N

Schools in 
National 
Sample Type

Entity

Type
Sampling
Stratum

Orig Sub

 

MI Census Invit Group 21 21 Consortium n/a

MI Sample 66 PR1 6 3 State Ovp

PR2 3 State Rem

PU3 26 3 State Ovp

PU4 4 4 State Ovp

PU5 27 State Rem

MO Sample 57 PU1 3 3 State Ovp

PU2 18 4 2 State Ovp

PU3 36 State Rem

NC Census Guilford Co 17 PU3 17 District Rem

NC Sample 54 PU4 4 4 State Ovp

PU5 50 State Rem

NE Census

Lincoln/
Fremont/
WestSide 
PS

12 12 Consortium Rem

NJ Census Jrsy City PS 25 25 1 District Ovp

NY Census Rochester 
PS 7 7 District Rem

OH Census Prj SMART 24 24 1 1 Consortium Ovp/Rem

OR Sample 51 PU3 1 1 State Ovp

PU4 50 State Rem

PA Sample 66 PR2 6 2 State Ovp

PR3 7 State Rem

PU5 19 3 1 State Ovp

PU6 34 State Rem

PA Sample
SW PA 
Sci& Math 
Coll

50 PR1 6 Consortium Rem

PU4 44 Consortium Rem

SC Sample 53 PU3 3 3 State Ovp

PU4 50 Rem

TX Sample 71 PU3 28 9 2 State Ovp

PU4 7 7 State Ovp

PU5 5 5 State Ovp

PU6 31 State Rem
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6.6 School Participation 
Rates

 

School participation rates are shown for all schools and by school 
type in Exhibits 6.2 and 6.3. Four states used replacement 
schools; this choice considerably improved school participation 
rates in two of them: Indiana and Missouri. Five jurisdictions sam-
pled private schools, with unweighted participation rates ranging 
from 50 to 100 percent. Only in Indiana were public and private 
school participation rates about the same. 

The three unweighted school participation rates were computed 
as in section 5.6.1. The weighted school participation rates shown 
in Exhibit 6.2 and 6.3 were calculated as follows:

where  is the basic school weight defined in Section 5.5.1 and 
represents the inverse of the first stage selection probability 
assigned to a sample school. is the estimated eighth enroll-
ment of the sampled school.

 

6.6.1 Alternate Method for Weighted School 
Participation Rates

 

Three weighted school-level participation rates were computed 
using the alternate method with similar results. This method is 
described in section 5.6.4 and is identical to the method used in 
the TIMSS 1999 International Reports. These rates are shown in 
Exhibits 6.4 and 6.5.
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Exhibit 6.2 TIMSS 1999 Benchmarking School Participation Rates 

 

Jurisdiction

Number of Schools Unweighted Participation 
Rate

Weighted Participation 
Rate

Selected Ineligible Refusing
Participating Substitutes 

Not 
Included

Substitutes 
Included

Substitutes 
Not 

Included

Substitutes 
Included

Originals Substitutes Total

 

Connecticut          54 0 2 52 0 52 96.30 96.30 95.99 95.99

Idaho                 54 0 7 47 0 47 87.04 87.04 87.16 87.16

Illinois               90 0 5 85 0 85 94.44 94.44 95.48 95.48

Indiana                61 0 22 39 13 52 63.93 85.25 62.42 83.01

Maryland               79 2 4 73 0 73 94.81 94.81 93.54 93.54

Massachusetts             59 1 1 57 0 57 98.28 98.28 98.22 98.22

Michigan               66 4 7 55 2 57 88.71 91.94 88.67 91.93

Missouri               57 2 12 43 8 51 78.18 92.73 78.73 93.39

North Carolina            71 3 1 67 0 67 98.53 98.53 98.01 98.01

Oregon                51 0 6 45 0 45 88.24 88.24 88.93 88.93

Pennsylvania             116 3 33 80 0 80 70.80 70.80 66.12 66.12

South Carolina            53 0 4 49 0 49 92.45 92.45 92.25 92.25

Texas                 71 1 19 51 1 52 72.86 74.29 72.39 73.94

Academy #20, CO            4 0 0 4 0 4 100.00 100.00 100.00 100.00

Delaware Math & 
Sci., DE       25 0 0 25 0 25 100.00 100.00 100.00 100.00

Dade County, FL            25 0 0 25 0 25 100.00 100.00 100.00 100.00

Chicago Public 
Schools, IL      27 0 1 26 0 26 96.30 96.30 96.30 96.30

First in the World, IL        17 0 2 15 0 15 88.24 88.24 93.64 93.64

Naperville #203, IL          5 0 0 5 0 5 100.00 100.00 100.00 100.00

Montgomery 
County, MD         25 0 0 25 0 25 100.00 100.00 100.00 100.00

Invitational Group, 
MI        21 0 0 21 0 21 100.00 100.00 100.00 100.00

Fremont/Lincoln/ 
WestSide P.S., NE  12 0 0 12 0 12 100.00 100.00 100.00 100.00

Jersey City Public 
Schools, NJ    25 0 1 24 0 24 96.00 96.00 96.57 96.57

Rochester City Sch. 
Dist., NY     7 0 0 7 0 7 100.00 100.00 100.00 100.00

Guilford County, NC          17 0 0 17 0 17 100.00 100.00 100.00 100.00

Project SMART, OH           24 0 0 24 0 24 100.00 100.00 100.00 100.00

SW PA Math & Sci. 
Collaborative, PA 50 1 10 39 0 39 79.59 79.59 79.43 79.43

TOTAL SCHOOLS             1025 16 124 885 24 909
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Exhibit 6.3 TIMSS 1999 Benchmarking Participation Rates by School Type

 

Jurisdiction School
Type

Number of Schools Unweighted 
Participation Rates

Weighted 
Participation Rates

Selected Ineligible Refusing

Participating
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Originals Substitutes Total

 

Idaho       Private 2 0 1 1 0 1 50.00 50.00 50.00 50.00

         Public 52 0 6 46 0 46 88.46 88.46 88.46 88.46

Indiana      Private 7 0 1 6 0 6 85.71 85.71 74.72 74.72

         Public 54 0 21 33 13 46 61.11 85.19 60.94 84.01

Michigan     Private 9 1 0 8 0 8 100.00 100.00 100.00 100.00

         Public 57 3 7 47 2 49 87.04 90.74 87.13 90.83

Pennsylvania   Private 19 1 9 9 0 9 50.00 50.00 35.02 35.02

         Public 97 2 24 71 0 71 74.74 74.74 73.25 73.25

SW PA Math &
Sci. Collaborative, PA

Private 6 0 0 6 0 6 100.00 100.00 100.00 100.00

Public 44 1 10 33 0 33 76.74 76.74 76.74 76.74

TOTAL SCHOOLS   Private 56 3 20 33 0 33

Public 969 13 104 852 24 876
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Exhibit 6.4 TIMSS 1999 Benchmarking Weighted School Participation Rates: 
Alternate Method

 

Jurisdiction Substitutes
Not Included

Substitutes
Included

 

Connecticut 96% 96%

Idaho 88% 88%

Illinois 95% 95%

Indiana 61% 83%

Maryland 94% 94%

Massachusetts 98% 98%

Michigan 89% 92%

Missouri 79% 94%

NC, combined 98% 98%

Oregon 89% 89%

PA, combined 66% 66%

South Carolina 92% 92%

Texas 73% 74%

Academy #20, CO 100% 100%

Delaware Math & Sci., DE 100% 100%

Dade County, FL 100% 100%

Chicago Public Schools, IL 95% 95%

First in the World, IL 93% 93%

Naperville #203, IL 100% 100%

Montgomery County, MD 100% 100%

Invitational Group, MI 100% 100%

Fremont/Lincoln/ WestSide P.S., NE 100% 100%

Jersey City Public Schools, NJ 97% 97%

Rochester City Sch. Dist., NY 100% 100%

Guilford County, NC 100% 100%

Project SMART, OH 100% 100%

SW PA Math & Sci. Collaborative, PA 78% 78%
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Exhibit 6.5 TIMSS 1999 Benchmarking Weighted School Participation Rates by 
School Type: Alternate Method

 

6.7 Selecting Classes

 

Classes were randomly selected within schools. All eighth grade 
mathematics classes were listed in order of increasing difficulty, 
with a provision for grouping classes having nine or fewer stu-
dents into “pseudo classes” of up to 20 students. Using a random 
start and an interval determined by the desired class sample size 
and the total number of classes on the list, classes were systemati-
cally selected for assessment. When the school sample size was 25 
or greater, the number of classes sampled was two. For smaller 
school samples, the classroom sample was allocated among the 
schools in proportion to enrollment, so that the number of stu-
dents assessed would be approximately 1000. In Academy School 
District 20, Colorado, with an estimated eighth grade enrollment 
of 1318, all classes were selected with certainty for assessment.

 

6.8 Student Sample

 

The student sample consisted of all eligible students within the 
selected classes. The exception to this plan was Montgomery 
County, Maryland, where students were sampled, not classes. 
Using a random start, 60 students were systematically selected 
in each school from a list of eighth grade math students. The 
selected students were randomly assigned to two groups, which 
were treated as classes for weighting.

Exhibit 6.6 shows the number of students sampled by jurisdiction 
and school type.

 

Jurisdiction School Type Substitutes 
Not Included

Substitutes 
Included

 

Idaho Private 50% 50%

Public 89% 89%

Indiana Private 75% 75%

Public 59% 84%

Michigan Private 100% 100%

Public 87% 91%

PA, combined Private 36% 36%

Public 72% 72%

SW PA Math & Sci. Collaborative, PA Private 100% 100%

Public 76% 76%
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Exhibit 6.6 TIMSS 1999 Benchmarking Student Sample Size by Jurisdiction and School Type

 

Jurisdiction School 
Type

Student 
Population

Estimated 
Student 

Population

Number of 
Sampled
Schools

Number of 
Sampled
Students

 

Connecticut Public 36775 38742 54 2190

Idaho Private 747 729 2 26

Public 19430 18185 52 1942

All 20177 18914 54 1968

Illinois Public 144323 147621 90 5144

Indiana Private 8684 10934 7 135

Public 76504 66650 54 2040

All 85188 77584 61 2175

Maryland Public 60756 59789 79 3877

Massachusetts Public 65981 67531 59 2538

Michigan Private 16375 15974 9 238

Public 121972 124773 57 2573

All 138347 140747 66 2811

Missouri Public 67278 65074 57 2147

North Carolina Public 92684 84685 71 3502

Oregon Public 41762 40847 51 2044

Pennsylvania Private 31014 23915 19 282

Public 132795 130658 97 3181

All 163809 154573 116 3463

South Carolina Public 51632 50165 53 2177

Texas Public 284146 283538 71 2189

Academy #20, CO Public 1588 1318 4 1329

Delaware Math & Sci., DE Public 6753 7861 25 1389

Dade County, FL Public 24485 22040 25 1356

Chicago Public Schools, IL Public 33355 26118 27 1227

First in the World, IL Public 2533 2611 17 782

Naperville #203, IL Public 1430 1472 5 1343

Montgomery County, MD Public 8787 9432 25 1481

Invitational Group, MI Public 3156 3039 21 994

Fremont/Lincoln/ West Side P.S., NE Public 3105 3044 12 1178

Jersey City Public Schools, NJ Public 2365 1749 25 1116

Rochester City Sch. Dist., NY Public 2669 2001 7 1165
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Exhibit 6.6 (continued) TIMSS 1999 Benchmarking Student Sample Size by Jurisdiction and School Type 

 

6.9 Student 
Participation Rates

 

Student participation rates were calculated as shown in sections 
5.6. Exhibits 6.7 and 6.8 show the weighted and unweighted stu-
dent participation rates overall and by school type.

 

Jurisdiction School 
Type

Student 
Population

Estimated 
Student 

Population

Number of 
Sampled
Schools

Number of 
Sampled
Students

 

Guilford County, NC Public 4396 5155 17 1215

Project SMART, OH Public 5940 5956 24 1188

SW PA Math & Sci Collaborative, PA Private 3661 3181 6 166

Public 28648 26895 44 1472

All 32309 30076 50 1638

TOTAL All 1764489 1723486 1025 45940
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Exhibit 6.7 TIMSS 1999 Benchmarking Student Participation Rates 

 

Jurisdiction

Number of Students Participation Rates

Population Est. 
Population Sampled Excluded Absent Participating Unweighted Weighted

 

Connecticut              36775 38742 2190 43 124 2023 94% 94%

Idaho                 20177 18914 1968 27 94 1847 95% 95%

Illinois 144323 147621 5144 136 227 4781 95% 96%

Indiana                85188 77584 2175 27 102 2046 95% 95%

Maryland 60756 59789 3877 339 221 3317 94% 94%

Massachusetts             65981 67531 2538 54 131 2353 95% 95%

Michigan               138347 140747 2811 45 143 2623 95% 96%

Missouri               67278 65074 2147 40 128 1979 94% 94%

North Carolina 92684 84685 3502 191 214 3097 94% 94%

Oregon                41762 40847 2044 29 126 1889 94% 93%

Pennsylvania 163809 154573 3463 60 167 3236 95% 95%

South Carolina            51632 50165 2177 36 130 2011 94% 94%

Texas                 284146 283538 2189 44 149 1996 93% 93%

Academy #20, CO            1588 1318 1329 15 81 1233 94% 94%

Delaware Math & Sci., DE       6753 7861 1389 18 103 1268 92% 92%

Dade County, FL            24485 22040 1356 10 117 1229 91% 91%

Chicago Public Schools, IL      33355 26118 1227 21 74 1132 94% 94%

First in the World, IL        2533 2611 782 2 30 750 96% 96%

Naperville #203, IL         1430 1472 1343 84 47 1212 96% 96%

Montgomery County, MD        8785 9432 1481 254 72 1155 94% 94%

Invitational Group, MI        3156 3039 994 11 80 903 92% 91%

Fremont/Lincoln/ WestSide 
P.S., NE  3105 3044 1178 25 60 1093 95% 95%

Jersey City Public Schools, NJ    2365 1749 1116 47 65 1004 94% 94%

Rochester City Sch. Dist., NY     2669 2001 1165 9 190 966 84% 84%

Guilford County, NC         4396 5155 1215 121 76 1018 93% 92%

Project SMART, OH           5940 5956 1188 18 74 1096 94% 94%

SW PA Math & Sci. 
Collaborative, PA  32309 30076 1638 21 79 1538 95% 95%

TOTAL STUDENTS            1764489 1723486 45940 1224 2726 41990
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Exhibit 6.8 TIMSS 1999 Benchmarking Student Participation Rates by School Type

 

6.10 Combined 
Participation Rates

 

The combined school and student Benchmarking participation 
rates are shown in Exhibits 6.9 through 6.11. The combined rates 
are the product of the school and student participation rates.

 

Jurisdiction School
Type

Number of Students Participation Rates

Population Est. 
Population Sampled Excluded Absent Participating Unweighted Weighted

 

Idaho Private 747 729 26 0 1 25 96% 96%

Public 19430 18185 1942 27 93 1822 95% 95%

Indiana Private 8684 10934 135 0 9 126 93% 95%

Public 76504 66650 2040 27 93 1920 95% 95%

Michigan Private 16375 15974 238 0 9 229 96% 97%

Public 121972 124773 2573 45 134 2394 95% 95%

Pennsylvania Private 31014 23915 282 1 10 271 96% 96%

Public 132795 130658 3181 59 157 2965 95% 95%

SW PA Math & Sci. 
Collaborative, PA

Private 3661 3181 166 1 3 162 98% 98%

Public 28648 26895 1472 20 76 1376 95% 95%

TOTAL STUDENTS Private 87834 75466 681 1 29 651

Public 1676655 1648020 45259 1223 2697 41339
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Exhibit 6.9 TIMSS 1999 Benchmarking Combined Participation Rates

 

Jurisdiction

Unweighted Rate Weighted Rate

Including
Substitutes

Not Including
Substitutes

Including
Substitutes

Not Including
Substitutes

 

Connecticut              91% 91% 90% 90%

Idaho                 83% 83% 83% 83%

Illinois          90% 90% 91% 91%

Indiana                61% 81% 59% 79%

Maryland          89% 89% 88% 88%

Massachusetts             93% 93% 93% 93%

Michigan               84% 87% 85% 88%

Missouri               74% 87% 74% 88%

North Carolina    92% 92% 92% 92%

Oregon                83% 83% 83% 83%

Pennsylvania        67% 67% 63% 63%

South Carolina            87% 87% 87% 87%

Texas                 68% 69% 67% 69%

Academy #20, CO            94% 94% 94% 94%

Delaware Math & Sci., DE       92% 92% 92% 92%

Dade County, FL            91% 91% 91% 91%

Chicago Public Schools, IL      90% 90% 91% 91%

First in the World, IL        85% 85% 90% 90%

Naperville #203, IL          96% 96% 96% 96%

Montgomery County, MD         94% 94% 94% 94%

Invitational Group, MI        92% 92% 91% 91%

Fremont/Lincoln/ WestSide P.S., NE  95% 95% 95% 95%

Jersey City Public Schools, NJ    90% 90% 91% 91%

Rochester City Sch. Dist., NY     84% 84% 84% 84%

Guilford County, NC          93% 93% 92% 92%

Project SMART, OH           94% 94% 94% 94%

SW PA Math & Sci. Collaborative, PA  76% 76% 76% 76%
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Exhibit 6.10 TIMSS 1999 Benchmarking Combined Participation Rates by School Type

Exhibit 6.11 TIMSS 1999 Benchmarking Weighted Combined Participation Rates 
Alternate Method

 

Jurisdiction School
Type

Unweighted Rate Weighted Rate

Not Including
Substitutes

Including
Substitutes

Not Including
Substitutes

Including
Substitutes

 

Idaho      Private 48% 48% 48% 48%

         Public 84% 84% 84% 84%

Indiana     Private 80% 80% 71% 71%

         Public 58% 81% 58% 80%

Michigan     Private 96% 96% 97% 97%

         Public 82% 86% 83% 87%

Pennsylvania Private 48% 48% 34% 34%

         Public 71% 71% 70% 70%

SW PA Math & Sci. Collaborative, PA Private 98% 98% 98% 98%

Public 73% 73% 73% 73%

 

Jurisdiction Substitutes Not 
Included

Substitutes 
Included

 

Connecticut            90% 90%

Idaho               83% 83%

Il, combined            91% 91%

Indiana              58% 79%

MD, combined            88% 88%

Massachusetts           93% 93%

Michigan              85% 88%

Missouri              75% 88%

NC, combined            92% 92%

Oregon               83% 83%

PA, combined            63% 63%

South Carolina           86% 86%

Texas               67% 67%

Academy #20, CO          94% 94%

Delaware Math & Sci., DE      92% 92%

Dade County, FL          91% 91%

Chicago Public Schools, IL     90% 90%
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Exhibit 6.11 (continued) TIMSS 1999 Benchmarking Weighted Combined Participation Rates 
Alternate Method 

Exhibit 6.12 TIMSS 1999 Benchmarking Weighted Combined Participation Rates: 
Alternate Method

 

Jurisdiction Substitutes Not 
Included

Substitutes 
Included

 

First in the World, IL       90% 90%

Naperville #203, IL        96% 96%

Montgomery County, MD       94% 94%

Invitational Group, MI       91% 91%

Fremont/Lincoln/ WestSide P.S., NE 95% 95%

Jersey City Public Schools, NJ   91% 91%

Rochester City Sch. Dist., NY   84% 84%

Guilford County, NC        92% 92%

Project SMART, OH         94% 94%

SW PA Math & Sci. Collaborative, PA 75% 75%

 

Jurisdiction School 
Type

Substitutes Not 
Included

Substitutes 
Included

 

Idaho      Private 48% 48%

         Public 85% 85%

Indiana     Private 71% 71%

         Public 56% 80%

Michigan     Private 97% 97%

         Public 83% 87%

PA, combined   Private 34% 34%

Public 69% 69%

SW PA Math & Sci. Collaborative, PA Private 98% 98%

Public 72% 72%
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6.11 TIMSS 1999 
Benchmarking 
Sample Weights

 

Benchmarking sample weights have four components:

1.

 

The school base weight

 

 is the reciprocal of the school’s selec-
tion probability;

2.

 

A school nonresponse adjustment

 

 is an adjustment to the 
school base weight for schools that did not participate;

3.

 

The student base weight

 

 is the product of the adjusted school 
weight and the reciprocal of the student’s selection probability;

4.

 

A student nonresponse adjustment

 

 is an adjustment to the stu-
dent base weight for eligible students that did not participate.

Sample weights were computed by the same general method-
ology for all Benchmarking jurisdictions. The following sections 
discuss: computation of school base weights for the Benchmark-
ing samples, school-level non-response adjustment, non-response 
adjustment at the student level, computation of final student 
weights, and the creation of variance estimation strata and repli-
cates for jackknife variance estimators.

 

6.11.1 School Base Weights

 

The school base weight is the inverse of the sampled school’s 
probability of selection into the TIMSS 1999 Benchmarking 
sample. (see Section 5.5.1):

.

 

TIMSS 1999 overlap strata where no supplementary 
Benchmarking sample was selected. 

 

The only sample schools in these strata were TIMSS 1999 
national sample schools. The probability of selection into the 
Benchmarking sample was the conditional probability of selec-
tion into the TIMSS 1999 national sample, given that the PSU 
had been selected:
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TIMSS 1999 overlap strata where a supplementary Benchmarking 
sample was selected

 

Any school in these strata had a chance of selection into both 
samples: the TIMSS 1999 national sample 
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. Since the final Benchmark-
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Nonoverlap strata

 

These strata were composed of PSUs that had not been selected 
for the TIMSS 1999 national sample. Thus the final sample was 
composed entirely of schools selected into the Benchmarking 
sample with probability 

 

p

 

i
(B)

 

. 

 

Each participating substitute school was assigned the weight 

 

w

 

i

 

 

 

of 
the sample school it replaced.

 

Adjustment for school nonresponse

 

The school base weights were adjusted for nonresponse by a factor 
equal to the reciprocal of the weighted school response rates:

where 

 

w

 

i

 

 is the school base weight defined in Section 6.11.1, 

 

G

 

i

 

 

 

is 
the estimated eighth grade enrollment, and 

 

a

 

 is the school non-
response cell. Sampled schools included eligible participating 
and refusing originally selected schools; participating schools 
included originally selected schools and substitutes. Nonre-
sponse cells were defined within private and public sampling 
strata by zip code.

 

6.11.2 Student Base Weights

 

Within each sampled school, eighth grade math classes were 
selected with equal probability and all students in the selected 
classes were sampled. The calculation of the student base weights 
is shown in section 5.5.4.

 

Student Nonresponse Adjustments

 

Student nonresponse cells were defined by classes within schools. 
This is described in section 5.5.5.

 

Final Student Weights

 

The final weight assigned to each student is the nonresponse-
adjusted student weight shown in section 5.6.5. Exhibit 6.12 
shows the distribution of the final student sampling weights for 
each Benchmarking jurisdiction.
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Exhibit 6.12 Distribution of TIMSS 1999 Benchmarking Final Student Weights

Jurisdiction Minimum 25th percentile Median 75th percentile Maximum

Connecticut 4.7803 15.3726 17.8114 20.3611 39.1346

Idaho 6.5487 7.3725 8.5156 10.7137 30.5891

Chicago Public Schools, IL 3.2342 17.3196 22.1894 27.5666 42.6459

First in the World, IL 1.0000 2.9268 3.3951 3.7372 6.6755

Naperville #203, IL 1.0000 1.0256 1.1818 1.2273 1.3016

Illinois 1.0000 1.3016 18.2931 56.3814 154.3068

Indiana 15.9424 30.3584 33.2721 38.8407 261.3641

Montgomery County, MD 2.5783 5.4959 6.7896 7.6230 11.4781

Maryland 2.5783 7.4833 19.3411 22.6094 37.7517

Massachusetts 10.7310 21.3892 26.4631 32.2549 57.6235

Michigan 12.9524 43.7418 49.8401 57.5453 302.1111

Missouri 13.7907 26.3760 29.4220 34.8685 94.7381

North Carolina 6.0000 33.3203 37.1670 44.3448 87.3830

Guilford County, NC 2.6744 3.4690 4.4103 5.3191 10.0000

NC, combined 2.6744 5.3191 33.3745 41.1138 87.3830

Oregon 13.5971 15.1030 18.1235 23.3453 68.5553

Pennsylvania 8.2000 48.4389 59.4357 82.3808 298.4658

SW PA Math & Sci Collaborative, PA 8.9883 14.2627 18.5946 25.7996 36.2519

PA, combined 8.2000 16.4507 32.6016 66.0394 298.4658

South Carolina 4.0663 20.2412 24.2094 28.0881 58.3424

Texas 27.5546 112.7242 133.6627 171.0004 386.1602

Academy #20, CO 1.0000 1.0333 1.0435 1.0833 1.2667

Delaware Math & Sci, DE 2.6563 4.5776 6.0000 7.5122 9.7347

Dade County, FL 7.5118 13.4984 17.5315 20.9744 30.4205

Invitational Group, MI 1.0000 2.2623 3.0000 3.4167 6.7273

Lincoln/Fremont/West Side P.S., NE 1.0000 1.0455 1.0952 4.2857 10.0000

Jersey City Public Schools, NJ 1.0357 1.1081 1.6216 2.1053 2.6500

Rochester City Sch. Dist., NY 1.5039 1.8107 1.9402 2.2279 3.2464

Project SMART, OH 1.5882 4.2927 5.6667 6.3750 8.8000



Sampling Design and Implementation for TIMSS 1999 Benchmarking

139

6.12 Defining Variance 
Estimation Strata 
and Creating 
Replicates

The sampling variability of statistics based on TIMSS 1999 
Benchmarking data was estimated by the jackknife repeated 
replication method, as described by Gonzalez & Foy in chapter 
11 of this volume. This method requires repeatedly dividing the 
full sample into subsamples, or replicates, and calculating the 
statistic of interest for each replicate. The jackknife variance 
estimator is then:

,

where

p = the full-sample statistic of interest

pk = the statistic of interest for the kth replicate

K = the number of replicates

Replicates are created by randomly deleting first-stage sampling 
units from the full sample, which for the TIMSS 1999 Bench-
marking samples were schools, classes (or pseudo classes), or sets 
of students. 

Replicates for the TIMSS 1999 Benchmarking samples corre-
sponded to variance strata that in most cases were defined by 
pairs (or triples) of schools or classes. Within these variance strata 
the variance unit was a school or a class, respectively. In some 
cases, variance strata were defined by single classes. This occurred 
when a school had been selected with certainty and all classes 
within that school were selected for assessment. In such cases stu-
dents were systematically assigned to two groups within each 
class, and variance strata were defined by these “half-class” pairs; 
the variance unit was a half-class. Variance strata were assigned 
within sampling strata after sorting each sample in selection 
order. They were numbered sequentially within each sample 
across the sampling strata. The Benchmarking samples were 
classified into three groups for replication. Exhibit 6.13 shows 
this classification and identifies the variance strata and variance 
units for each sample. 

v p( ) pk p–( )2

k 1=

K
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6.12.1 Group A: districts and consortia having fewer than 
25 schools

All schools were selected with certainty in these small self-
defined jurisdictions. Variance strata were defined by half-class 
pairs when classes had been selected with certainty, or by class 
pairs (or triples) otherwise. Variance units were half-classes for 
certainty selections and classes for noncertainties.

Pseudo classes that had been created for sampling were defined 
as classes, and each sample was sorted by certainty status, school 
ID, (pseudo) class ID, and student ID. Variance strata and vari-
ance units were then assigned in order at the appropriate level. 
Five of these jurisdictions had at least one school where some 
classes were selected with certainty; all students were selected 
with certainty in Academy School District # 20, Colorado (see 
Exhibit 6.13).

6.12.2 Group B: districts and consortia having at least 
25 schools

Three of the jurisdictions in this group were public school districts: 
Miami Dade County, FL; Chicago, IL; and Montgomery County, 
MD. The fourth was a consortium of public and private schools: 
Southwest Pennsylvania Regional Mathematics and Science Collab-
orative. The Miami Dade County, Chicago, and Southwest Pennsyl-
vania samples were composite samples, that is, they were composed 
of schools that had been selected for the TIMSS 1999 national 
assessment, in addition to those selected for their respective 
Benchmarking assessments. There were no explicit sampling strata 
in Miami Dade County, Chicago, or Montgomery County. South-
west Pennsylvania, however, had public and private, overlap and 
nonoverlap sampling strata. “Overlap” refers to PSUs within a 
Benchmarking jurisdiction that were also TIMSS 1999 national 
PSUs. TIMSS 1999 national sample schools in Pennsylvania were 
assigned to appropriate Southwest Pennsylvania Benchmarking 
sampling strata for the purpose of defining variance strata.

Eight schools were selected with certainty in Montgomery 
County; these schools defined variance strata. Since students, not 
classes, had been sampled in Montgomery County schools, the 
sampled students within each school were systematically assigned 
to two groups, treated as classes. These classes defined variance 
units in the Montgomery County certainty schools. In all four of 
these samples, school pairs were variance strata and schools were 
variance units for noncertainty selections.
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Each sample was sorted within sampling strata by certainty status, 
enrollment, and class ID. Variance strata and variance units were 
then assigned in order at the appropriate level; they are shown in 
Exhibit 6.13.

6.12.3 Group C: States

All TIMSS 1999 Benchmarking state samples were composite 
samples consisting of schools that had been selected for the 
TIMSS 1999 national assessment, in addition to those selected for 
the state Benchmarking assessments. Idaho, Indiana, Michigan, 
and Pennsylvania sampled both private and public schools; all 
others sampled only public schools. Thus, there were private and 
public, overlap and nonoverlap state Benchmarking sampling 
strata. Overlap sampling strata were defined by TIMSS 1999 
national PSUs.

Five schools were selected with certainty in Idaho, two in North 
Carolina; these schools defined variance strata, and classes within 
them were variance units. All other state Benchmarking sample 
schools were noncertainty selections. Variance strata were defined 
in these samples by school pairs (or triples); the schools were vari-
ance units. Each sample was sorted within sampling strata by cer-
tainty status, enrollment, and class ID. Variance strata and variance 
units were then assigned in order at the appropriate level.

School districts and consortia undertook independent Bench-
marking assessments in four states: Illinois, Maryland, North 
Carolina, and Pennsylvania. The records for these district and 
consortium samples (Groups A and B) were appended to the 
appropriate state samples (Group C), and their variance strata 
were renumbered. These renumbered variance strata are shown 
in Exhibit 6.13.
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Exhibit 6.13 TIMSS 1999 Benchmarking Variance Strata

Group IDCNTRY Entity Variance Stratum Variance Unit

A 10801 Academy CO 1-49 Class (certainty) Half-class

A 11001 DE Sci Coal 1-25 Class pair Class

A 11701 Naperville IL 1-21
22-34

Class (certainty)
Class pair

Half-class
Class

A 11702 1st in World IL 1
2-15

Class (certainty)
Class pair

Half-class
Class

A 12601 MI Invitational Group 1-7
8-24

Class (certainty)
Class pair

Half-class
Class

A 13101 Lincoln/Fremont/
West Side PS NE

1-33
34-43

Class (certainty)
Class pair

Half-class
Class

A 13401 Jersey City PS NJ 1-22
23-35

Class (certainty)
Class pair

Half-class
Class

A 13601 Rochester PS NY 1-24 Class pair Class

A 13701 Guilford Co NC 1-21 Class pair Class

A 13901 Project SMART OH 1-24 Class pair Class

B 11201 Dade Co FL 1-12 School pair School

B 11703 Chicago PS IL 1-13 School pair School

B 12401 Montgomery Co MD 1-8
9-16

School (certainty)
School pair

Class
School

B 14201 SW PA Science & Math 
Collaborative

1-3
4-19

School pair (private)
School pair (public)

School
School

C 10900 CT 1-26 School pair School

C 11600 ID 1
2-5

6-25

School pair (private)
School (certainty; public)
School pair (public)

School
Class
School

C 11700 IL 1-6
1-6

7-32
33

34-47
48-68
69-75

School pair (IDSTRATE=1)
Class pair (IDSTRATE=5)
School pair
Class (certainty)
Class pair
Class (certainty)
Class pair

School
Class
School
Half-class
Class
Half-class
Class

C 11800 IN 1-3
4-26

School pair (private)
School pair (public)

School
School

C 12400 MD 1-24
25-32
33-40

School pair
School (certainty)
School pair

School
Class
School

C 12500 MA 28 School pair School

C 12600 MI 1-4
5-28

School pair (private)
School pair (public)

School
School

C 12900 MO 1-25 School pair School

C 13700 NC 1-2
3-25

26-47

School (certainty)
School pair
Class pair

Class
School
class
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Exhibit 6.13 (continued) TIMSS 1999 Benchmarking Variance Strata 

Group IDCNTRY Entity Variance Stratum Variance Unit

C 14100 OR 1-22 School pair School

C 14200 PA 1
2-20

21-23
24-39

School pair (private)
School pair (public)
School pair (private)
School pair (public)

School
School
School
School

C 14500 SC 1-24 School pair School

C 15800 TX 1-26 School pair School
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7 Data Collection and Data Preparation 
for TIMSS 1999 Countries
Eugenio J. Gonzalez
Dirk Hastedt

7.1 Overview This chapter, which is based on Gonzalez & Hastedt (2000), 
describes the procedures for administering the TIMSS 1999 tests 
and questionnaires in the participating countries, and for scoring 
the free-response achievement items and preparing the computer 
files. Chapter 8 describes the data collection and data preparation 
for the Benchmarking participants.

The TIMSS 1999 data collection in each country was a very 
demanding exercise, requiring close cooperation between the 
national research coordinator (NRC), school personnel, and stu-
dents. The first part of this chapter describes the international 
field operations necessary to collect the data, including the 
responsibilities of the NRC, the procedure for sampling class-
rooms within schools and tracking students and teachers, and the 
steps involved in administering the achievement tests and back-
ground questionnaires in the participating countries. The second 
part describes the activities involved in preparing the data files at 
the national centers throughout the world, particularly the proce-
dures for scoring the free-response items, creating and checking 
data files for achievement test and questionnaire responses, and 
dispatching the completed files to the IEA Data Processing Center 
in Hamburg. Chapter 8 describes the field operations within the 
United States.

7.2 TIMSS 1999 Field 
Operations

The TIMSS 1999 international field operations were designed by 
the International Study Center at Boston College, the IEA Data 
Processing Center, and Statistics Canada. They were based on 
procedures used successfully in TIMSS 1995 and other IEA stud-
ies, and refined on the basis of experience with the TIMSS 1999 
field test. The TIMSS 1999 field testing took place in 31 countries 
around the world (for more details see O’Connor, 2000).
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7.2.1 Responsibilities of the National Research Coordinator

In each country, the national research coordinator was the key 
person in conducting the field operations. The NRC was respon-
sible for collecting the data for the TIMSS assessment according 
to internationally agreed procedures and preparing the data 
according to international specifications. Earlier chapters of this 
report have outlined the tasks of the NRC with regard to choos-
ing a sample of schools and translating the achievement tests and 
questionnaires.1 This section focuses on NRC activities with 
regard to administering the assessment in participating schools. 
Specifically, it describes the international procedures for sam-
pling classes within schools; tracking classes, teachers, and stu-
dents in the sampled schools; and organizing the administration 
of the achievement tests and questionnaires.

7.2.2 Documentation and Software

Participating countries were provided with a comprehensive set 
of procedural manuals detailing all aspects of the data collection. 

• The Survey Operations Manual (TIMSS, 1997b) was the essen-
tial handbook of the NRC, and described in detail all of the 
activities and responsibilities of the NRC, from the moment 
the TIMSS instruments arrived at the national center to the 
moment the cleaned data files and accompanying documen-
tation were submitted to the IEA Data Processing Center.

• The TIMSS-R School Sampling Manual (TIMSS, 1997d) defined 
the TIMSS 1999 target population and sampling goals and 
described the procedures for the sampling of schools. 

• The School Coordinator Manual (TIMSS, 1997a) described the 
activities of the school coordinator (the person in the school 
responsible for organizing the TIMSS test administration), 
from the time the testing materials arrived at the school to 
the time the completed materials were returned to the 
national TIMSS center.

• The Test Administrator Manual (TIMSS, 1997c) described in 
detail the procedures for administering the TIMSS tests and 
questionnaires, from the beginning of the test administration 
to the return of the testing materials to the school coordinator.

1. See chapter 4 for details of the translation and cultural adaptation task and chapter 5 
for information about sampling of schools by participating countries.
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• The Scoring Guides for Mathematics and Science Free-Response 
Items (TIMSS, 1998c) contained instructions for scoring the 
short-answer and extended-response test items.

• The Manual for Entering the TIMSS-R Data (TIMSS, 1998a) 
provided the NRC with instructions for coding, entering, and 
verifying the data. This manual included the codebook, 
which defined the variables and file formats in the data files.

• The Manual for National Quality Control Observers (TIMSS, 
1998b) provided instructions for conducting classroom obser-
vations in a sample of participating schools.

Two software packages were supplied by the IEA Data Processing 
Center to assist NRCs in the main study:

• The within-school sampling software (W3S), a computer pro-
gram designed to help NRCs select the within-school sample, 
prepare the survey tracking forms, and assign test booklets to 
students, was supplied along with its corresponding manual.

• The DataEntryManager, a computer program for data entry 
and data verification was supplied along with its correspond-
ing manual.

In addition to the manuals and software, NRCs received hands-on 
training in the procedures and use of the software from staff of 
the International Study Center, the IEA Data Processing Center, 
and Statistics Canada. 

7.2.3 Within-School Sampling Procedures

The study design anticipated relational analyses between student 
achievement and teacher-level data at the class level. For field oper-
ations, this meant that intact classes had to be sampled, and that 
for each sampled class the mathematics and science teachers had 
to be tracked and linked to their students. Although intact classes 
were the sampling unit, the goal was a nationally representative 
sample of students. Consequently, in each country a classroom 
organization had to be chosen that ensured that every student in 
the school was in one class or another, and that no student was in 
more than one class. Such an organization is necessary for a ran-
dom sample of classes to result in a representative sample of stu-
dents. In most countries at the eighth grade, mathematics classes 
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serve this purpose well, and so were chosen as the sampling units. 
In countries where students attended different classes for mathe-
matics and science, classrooms were defined on the basis of mathe-
matics instruction for sampling purposes.2 

The TIMSS design required that for each student in each sam-
pled class, all eighth-grade mathematics and science teachers 
of those students be identified and asked to complete a 
Teacher Questionnaire. 

When sampling mathematics classes in a school, the proce-
dure was as follows:

• The NRC asked the school coordinator for a list of all mathe-
matics classes in the target (eighth) grade along with the 
names of their mathematics teachers.

• The school coordinator sent the requested list to the NRC.

• The NRC transcribed the information onto a document 
known as a Class Sampling Form and applied a prescribed 
sampling algorithm to select one or more classes.

• For each sampled class, the NRC prepared a Teacher-Student 
Linkage Form designed to link the students in the class to each 
of their eighth-grade mathematics and science teachers. The 
form was then sent to the school coordinator to be completed. 

• The school coordinator completed the Teacher-Student Link-
age Form by listing all of the students in the class (name or 
identification number, date of birth, and sex), together with 
their mathematics and science teachers and classroom identi-
fiers as necessary, and returned it to the NRC.

• From the information provided in the Teacher-Student 
Linkage Form, the NRC produced a Student Tracking Form, 
which listed all students in the class to be tested together 
with their TIMSS identification numbers and booklet assign-
ments, and a Teacher Tracking Form, which listed all mathe-
matics and science teachers of the students in the class, their 
student-teacher link numbers, and their questionnaire 
assignments. These forms were sent to the school coordina-
tor along with the test instruments.

2. For countries where a suitable configuration of classes for sampling purposes 
could not be identified, TIMSS also provided a procedure for sampling individual 
students directly.
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• During testing, the test administrator and school coordinator 
used the tracking forms to record student and teacher partic-
ipation, and returned them to the NRC after the testing 
together with the completed test booklets and questionnaires.

7.2.4 Excluding Students from Testing

Although all students enrolled in the target grade were part of 
the target population and were eligible to be selected for testing, 
TIMSS recognized that some students in every school would be 
unable to take part in the 1999 assessment because of some phys-
ical or mental disability. Accordingly, the sampling procedures 
provide for the exclusion of students with any of several disabili-
ties (see chapter 5). Countries were required to track and 
account for all excluded students, and were cautioned that 
excluding an excessive proportion would lead to their results 
being annotated in international reports. It was important that 
the conditions under which students could be excluded be care-
fully delineated, because the definition of “disabled” students 
varied considerably from country to country.

7.2.5 Survey Tracking Forms

As is evident from the description of the within-school sampling 
procedure provided earlier, TIMSS 1999 relied on a series of 
“tracking forms” to implement and record the sampling of 
classes, teachers, and students. It was essential that the tracking 
forms were completed accurately, since they made explicit exactly 
who should be given which instruments and recorded what hap-
pened in each school. In addition to facilitating the data collec-
tion, the tracking forms provided essential information for the 
computation of sampling weights and for evaluating the quality 
of the sampling procedures. All tracking forms were retained for 
review by staff of the International Study Center.

Survey tracking forms were provided for sampling classes and stu-
dents; for linking schools, classes, teachers, and students; and for 
recording information during test administration. Each of these 
forms is described below.

7.2.6 Linking Students, Teachers, and Classes 

Within each school, an identification number (ID) was assigned 
to each class in the target grades listed on the Class Tracking 
Form. The class ID consisted of the three-digit school ID plus a 
two-digit number for the class. 
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Each student listed on the Student Tracking Form was 
assigned a student identification number. This was a seven-
digit number consisting of the five-digit class ID plus a two-digit 
number corresponding to the student’s sequential position on 
the Student Tracking Form. All students listed on the Student 
Tracking Form, including those marked for exclusion, had to 
be assigned a student ID.

All mathematics and science teachers of the selected classes 
(those listed on the Teacher Tracking Form) were assigned an ID 
that consisted of the three-digit school ID plus a two-digit num-
ber for the teacher. Since a teacher could be teaching both math-
ematics and science to some or all of the students in a class, a 
unique identification number was needed for each teacher/class 
and teacher/subject combination. This was achieved by adding a 
two-digit link number to the five digits of the teacher ID, giving a 
unique seven-digit teacher/class identification number. These 
procedures had to be carefully followed so that later each class 
could be linked to a teacher, and student outcomes could be 
analyzed in relation to teacher-level variables.

7.2.7 Assigning Testing Materials to Students and Teachers

Eight different test booklets were distributed to the students in 
each sampled class. Each student was required to complete one 
booklet and the student questionnaire. Booklets were assigned to 
students by the NRC using a random assignment procedure, and 
the assignment was recorded on the Student Tracking Form.

Each teacher listed on the Teacher Tracking Form was assigned 
a Mathematics or a Science Teacher Questionnaire. Where 
teachers taught both mathematics and science to the class, every 
effort was made to collect information about both. NRCs had 
the final decision as to how much response burden to place on 
such teachers.

7.2.8 Administering the Test Booklets and Questionnaires

The school coordinator was the person in the school responsible 
for organizing the administration of the TIMSS 1999 tests. This 
could be the principal, the principal’s designee, or an outsider 
appointed by the NRC with the approval of the principal. The 
NRC was responsible for ensuring that the school coordinators 
were familiar with their tasks. For example, prior to the test 
administration, the tasks for the school coordinator included:
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• Providing the NRC with all information necessary to complete 
the various tracking forms

• Checking the testing materials when they arrived to ensure 
that everything was in order

• Ensuring that the testing materials were kept in a secure 
place before and after the test administration

• Arranging the dates of the test administration with the 
national center

• Arranging for a test administrator and giving a briefing 
on the TIMSS 1999 study, the testing materials, and the 
testing sessions

• Working with the school principal, the test administrator, and 
the teachers to plan the testing day, which involved arranging 
rooms, times, classes and materials.

Further details about the school coordinator’s responsibilities are 
detailed in the School Coordinator Manual (TIMSS, 1997c).

The test administrator’s responsibilities in administering the 
TIMSS tests and Student Questionnaires were described in the 
Test Administrator Manual (TIMSS, 1997d) and included:

• Ensuring that each student received the correct testing 
materials that were specially prepared for him or her

• Administering the test in accordance with the instructions in 
the manual

• Ensuring the correct timing of the testing sessions by using a 
stopwatch and recording the time when the various sessions 
started and ended on the Test Administration Form

• Recording student participation on the Student Tracking Form.

The responsibilities of the school coordinator after the test 
administration included:

• Ensuring that the test administrator returned all testing 
materials, including the completed Student Tracking Form, 
the Test Administration Form, and any unused materials

• Calculating the student response rate and arranging for 
makeup sessions if it was below 90%
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• Distributing the Teacher Questionnaires to the teachers listed 
on the Teacher Tracking Form, ensuring that the question-
naires were returned completed, and recording teacher par-
ticipation information on the Teacher Tracking Form

• Preparing a report for the NRC about the test administration 
in the school

• Returning both completed and unused test materials and all 
tracking forms to the NRC.

The NRC prepared two packages for each sampled class. One 
contained the test booklets for all students listed on the Student 
Tracking Form and the other the Student Questionnaires. For 
each participating school, the test booklets and Student Ques-
tionnaires were bundled together with the Teacher Tracking 
Form and Teacher Questionnaires, the School Questionnaire, 
and the materials prepared for briefing school coordinators and 
test administrators, and were sent to the school coordinator. A set 
of labels and prepaid envelopes addressed to the NRC was 
included to facilitate the return of testing materials.

7.3 National Quality 
Control Program

The International Study Center implemented an international 
quality control program whereby international quality control 
monitors visited a sample of 15 schools in each country and 
observed the test administration. In addition, NRCs were 
expected to organize a national quality control program, based 
upon the international model. The national program required 
quality control monitors to document data collection activities 
in their country. They visited a 10% sample of TIMSS 1999 
schools, observed testing sessions, and recorded compliance 
with prescribed procedures.

The International Study Center prepared the Manual for National 
Quality Control Monitors (TIMSS, 1998b), which contained informa-
tion about TIMSS 1999 and detailed the role and responsibilities 
of the national quality control monitors.

7.4 Preparation of 
Materials for 
Scoring and Data 
Entry

In the period immediately following the administration of the 
TIMSS 1999 tests, the major tasks for the NRC included retriev-
ing the materials from the schools; recruiting and training 
scorers to score the free-response items; scoring these items, 
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including double scoring a 25% reliability sample; entering the 
data from the achievement tests and background questionnaires; 
submitting the data files and materials to the IEA Data Processing 
Center; and preparing a report on survey activities.

When the testing materials were received back from the schools, 
NRCs were to do the following:

• Check that the appropriate testing materials were received 
for every student listed on the Student Tracking Form

• Verify all identification numbers on all instruments that were 
not precoded at the national center

• Check that the participation status recorded on the tracking 
forms matched the information on the test instruments

• Follow up on schools that did not return the testing materials 
or for which forms were missing, incomplete, or inconsistent.

NRCs then organized the tests for scoring and data entry. The 
procedures involved were designed to maintain identification 
information that linked students to schools and teachers, mini-
mize the time and effort spent handling the booklets, ensure reli-
ability in the free-response coding, and document the reliability 
of the coding.

7.5 Scoring the Free-
Response Items

Reliable application of the scoring guides to the free-response 
questions and empirical documentation of the reliability of the 
scoring process were critical to the success of TIMSS 1999. The 
Survey Operations Manual (TIMSS, 1997b) contained information 
about arranging for staff and facilities for the free-response scor-
ing effort required for the TIMSS 1999 main survey; for effective 
training of the scorers; and for distributing booklets to scorers to 
score the main data set. Countries were to double score a 25% 
sample to document scoring reliability.

For most countries, the scope of the free-response scoring effort 
was substantial. The main survey contained 68 free-response 
questions. Each of the eight booklets had between 9 and 14 free-
response questions. On average, each country had to score about 
50,000 student responses.
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To ascertain the staff requirements for free-response scoring, it 
was necessary to estimate the amount of scoring to be done and 
the amount of time available to do it, and also to make provision 
for staff training and for clerical and quality control throughout 
the operation. The International Study Center recommended at 
least one half-day of training on each of the eight booklets, for a 
total of about a week for training activities.

In scoring the free-response items it was vital that scoring staff 
apply the scoring rules consistently in all participating countries. 
Hence, in selecting those who were to do the scoring, NRCs took 
care to arrange for persons who were conscientious and attentive 
to detail, knowledgeable in mathematics and science, and willing 
to apply the scoring guides as stated, even if they disagreed with a 
particular definition or category. Preference was given to individ-
uals who had educational backgrounds in the mathematics and sci-
ence curriculum areas or had taught at the middle school level. 
Good candidates for scoring included teachers, retired teachers, 
college or graduate students, and staff of education agencies or 
ministries and research centers.

7.5.1 Preparing Materials to Train the Scorers

The success of assessments containing free-response questions 
depends upon reliability in scoring responses. In TIMSS 1999, reli-
ability was assured through the provision of scoring guides (manu-
als), extensive training in their use, and monitoring of the quality 
of the work. In addition, TIMSS 1999 provided training packets for 
training in selected questions, and practice papers to help scorers 
achieve a consistent level of scoring.

Each scorer received a copy of the Scoring Guides for Mathe-
matics and Science Free-Response Items (TIMSS, 1998c). This 
document explained the TIMSS scoring system, which was 
designed to produce a rich and varied profile of the range of 
students’ competencies in mathematics and science.3

At the international scoring training meetings, NRCs received 
training packets containing example responses and practice 
papers to help them achieve accuracy and consistency in scoring. 
For scoring guides that were difficult, example responses were 
selected to illustrate the scoring categories. The scores on these 
responses were explained and attached to the scoring guides. 

3. The TIMSS scoring scheme for free-response items is described in chapter 2.
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Practice sets were created for the more difficult guides. These 
papers illustrated a range of responses, beginning with several 
clear-cut examples. About 10 to 15 responses were enough for 
most guides, but sometimes more practice was necessary.

7.5.2 Documenting the Reliability of the Free-Response Scoring

In order to demonstrate the quality of the TIMSS 1999 data, it 
was important to document the agreement between scorers. To 
establish the scoring reliability, NRCs were required to have a 
25% random sample of each booklet type independently scored 
by two scorers. The degree of agreement between the two scores 
assigned was a measure of the reliability of the scoring process. 
Neither scorer knew the scores assigned by the other.

Since the purpose of the double scoring was to document scoring 
consistency, the procedure used in the reliability sample had to 
be as close as possible to that used for scoring the booklets in gen-
eral. The recommended procedure was designed to blend the 
scoring of the sample in with the normal scoring activity, to take 
place throughout the scoring process, and to be systematically 
implemented across student responses and scorers.

7.5.3 Implementing the Scoring Procedures

TIMSS 1999 recommended that scorers be organized into teams of 
about six, headed by a team leader. The leader’s primary responsi-
bility was to continually check and recheck the scores that scorers 
had assigned. This process, known as back-reading, was essential 
for identifying scorers who did not understand particular guides or 
categories. Early detection of any misunderstandings permitted 
clarification and rectification of mistakes before too many 
responses had been scored. The back-reading systematically cov-
ered the daily work of each scorer. If a particular scorer appeared 
to have difficulty, however, then the percentage of back-reading for 
that scorer was increased. Any errors discovered were brought to 
the attention of the scorer responsible and corrected immediately. 
If a scorer was found to have been consistently making an error, 
then all of the booklets scored by that person were checked and 
any errors corrected.
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In scoring the booklets for the main data set, scorers entered their 
scores directly into the student booklets. Therefore, in order that 
the reliability scoring be done “blind” (i.e., so that the two scorers 
did not know each other’s scores), it had to be done before the 
main data were scored, and the reliability scores had to be 
recorded on a separate scoring sheet rather than in the booklets. 

To implement the scoring plan effectively the scorers were 
divided into two equivalent teams (Team A and Team B) and 
booklets into two equivalent sets (Set A and Set B). The scorers in 
Team A scored 25% of the booklets in Set B and all the booklets 
in Set A, while the scorers in Team B scored 25% of the booklets 
in Set A and all of the booklets in Set B. Each team, therefore, 
handled both sets of booklets. For the set it handled first, the 
team scored every fourth booklet and recorded the results on a 
separate answer sheet (this was the reliability sample). In the 
other set, the team scored all booklets and wrote the scores 
directly into the booklets.

Periodically during the day, Team B scored the reliability sample 
(every fourth booklet) in the Set A batches, while Team A 
scored the reliability sample in the Set B batches. It was impor-
tant that every fourth booklet be scored, and not just the top 
quarter in the set. When the reliability scoring was finished, 
Team B scorers marked it as completed and forwarded the batch 
to the Team A scorers. Similarly, the Team A scorers forwarded 
their scored reliability booklets from Set B to the Team B scor-
ers. Once the booklets from Set A had been distributed to Team 
A scorers and the Set B booklets to the Team B scorers, all the 
free-response items were scored, and the scores were entered 
directly into the booklets. 

7.6 Data Entry The DPC provided an integrated computer program for data entry 
and data verification known as the DataEntryManager (DEM). 
This program worked on all IBM-compatible personal computers 
running under DOS, OS/2 or Windows 3.x, 95 or 98. It facilitated 
data entry directly from the tracking forms and test instruments 
and provided a convenient checking and editing mechanism. DEM 
also offered data and file management capabilities, interactive 
error detection, reporting, and quality control procedures. 
Detailed information and operational instructions were provided 
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in the DataEntryManager Manual. Since DEM incorporated the 
international codebooks describing all variables, use of the soft-
ware ensured that the data files were produced according to the 
TIMSS 1999 rules and standards for data entry.

Although use of DEM for all data entry tasks was strongly recom-
mended, NRCs were permitted to use their own procedures and 
computer programs as long as all data files conformed to the 
specifications of the international codebooks. NRCs who chose 
not to use DEM were responsible for ensuring that all data files 
were delivered to the DPC in the international format.

Even if NRCs did not use the DEM program for data entry, they 
still had to apply the data verification options of this program to 
verify their data before sending them to the DPC. The DEM data-
checking facility could (1) identify problems in the identification 
variables, and invalid codes; and (2) identify problems in the 
structure of the data files, which could then be corrected before 
submission to the NRC.

Data files were regarded as having been satisfactorily checked only 
if the reports generated by the DEM program indicated no errors.

During the TIMSS 1999 main survey operations, data were gath-
ered from several sources, including students, teachers, and princi-
pals, as well as from a range of tracking forms. Before beginning 
data entry, the NRC had to ensure that the corresponding tracking 
forms and instruments had been completed and sorted correctly. 
The data were entered into one of six data files, as follows: 

• The School Background File contained information from the 
School Background Questionnaire

• The Mathematics Teacher Background File contained infor-
mation from the Mathematics Teacher Questionnaire

• The Science Teacher Background File contained information 
from the Science Teacher Questionnaire

• The Student Background File contained data from the Stu-
dent Background Questionnaire

• The Student Achievement File contained the achievement 
test booklet data

• The Free-Response Scoring Reliability File contained the reli-
ability data from the scoring of the free-response items.
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When all data files had passed the DEM quality control checks, 
they were dispatched to the IEA Data Processing Center in 
Hamburg for further checking and processing.

7.7 Survey Activities 
Report

NRCs were requested to maintain a record of their experiences 
during the TIMSS 1999 data collection and to send a report to 
the International Study Center when data-collection activities 
were completed. This document described any problems or 
unusual occurrences in selecting the sample or securing school 
participation, translating or preparing the data-collection instru-
ments, administering the tests and questionnaires, scoring the 
free-response items, or creating and checking the data files.

7.8 Summary This chapter summarizes the design and implementation of the 
TIMSS 1999 international field operations from the point of first 
contact with the sampled schools to the return of the cleaned 
data files to the IEA Data Processing Center. Although the proce-
dures were sometimes complex, each step was clearly docu-
mented in the TIMSS operations manuals and supported by 
training sessions at the NRC meetings. Chapter 8 describes the 
implementation of the field operation procedures within the 
United States in the TIMSS Benchmarking jurisdictions. 
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8 Data Collection and Data Preparation 
for TIMSS 1999 Benchmarking
Dward Moore

8.1 Overview This chapter discusses the data collection and processing activi-
ties conducted for the TIMSS 1999 Benchmarking study. Under 
contract with the International Study Center at Boston College, 
Westat was responsible for data collection and preparation. In 
particular, Westat coordinated the within-school sampling and 
data collection activities. Westat subcontracted National Com-
puter Systems (NCS) to process the data, produce the data col-
lection forms, receive and score the completed assessment 
materials, and prepare the database for final analysis.

8.2 Field Operations and 
Data Collection

Data collection for the TIMSS 1999 Benchmarking study 
occurred March 15 through June, 1999, concurrently with data 
collection for the U.S. national sample for TIMSS 1999 and for 
most of the TIMSS 1999 Northern Hemisphere countries. A 
number of people were involved in the data collection effort in 
the U.S., including the Westat field manager, jurisdiction coor-
dinators, field supervisors, school coordinators, and test admin-
istrators. These individuals assisted in gaining access, gathering 
necessary sampling information, and scheduling and adminis-
tering the assessment in the sampled schools.

8.2.1 Field Manager 

The TIMSS 1999 Benchmarking data collection activities were 
directed by a Westat field manager who oversaw the work of 20 
field supervisors. The field manager also visited sites to assess 
whether test administration procedures were implemented 
correctly and uniformly.

8.2.2 Jurisdiction Coordinators

Each participating jurisdiction selected a contact person to work 
with the Westat field staff in gaining participation of the sampled 
schools and to act as the conduit in collecting the necessary infor-
mation from the schools.
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8.2.3 Field Supervisors

The field supervisors were mainly responsible for coordinating 
data collection activities in the schools assigned to them within a 
geographic area. They attended a training session and received 
a manual developed by Westat. Field supervisors contacted 
school coordinators to confirm schedules, ascertain that the 
testing materials had arrived at the schools, and finalize assess-
ment arrangements. They also trained the test administrators. 
Westat provided a script for the field supervisors to use in the 
training sessions.

8.2.4 School Coordinators

Each participating school appointed a school-level coordinator, 
usually a teacher or principal, to be responsible for obtaining 
information on sampling classes within a school and making 
preparations for the assessment: scheduling test administration, 
receiving testing materials, distributing the Teacher Question-
naires, and completing (or selecting a designee who would com-
plete) the School Questionnaire.

8.2.5 Test Administrators

Test administrators were responsible for preparing for test adminis-
tration and for going to the schools on the agreed-upon assess-
ment date to collect the Teacher and School Questionnaires and to 
administer the assessments. Test administrators were expected to 
spend up to four hours studying the TIMSS 1999 Test Administrator 
Manual (TIMSS, 1998) and attending the training session run by 
the field supervisor before the assessment day. Adherence to the 
standard procedures set forth in the TIMSS 1999 Test Administrator 
Manual was emphasized. 

8.3 Benchmarking 
Manuals

Westat followed the data collection procedures detailed in the 
international manuals (see chapter 7 for a list of manuals pro-
vided to NRCs). Based on these materials, Westat developed a 
guide for field supervisors during data collection. In addition, 
Westat adapted the TIMSS 1999 Test Administrator Manual 
(TIMSS, 1998) to apply to the Benchmarking context.
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8.3.1 Supervisors Manual

Westat developed the TIMSS 1999 Benchmarking Supervisors 
Manual (Westat, 1998a) to guide supervisors in conducting 
within-school sampling; recruiting, hiring and training test 
administrators; contacting schools to secure participation and 
scheduling; and observing at least one testing session con-
ducted by each test administrator. 

8.3.2 Benchmarking Test Administrator Manual

The TIMSS 1999 Benchmarking Test Administrators Manual (Westat, 
1998b) detailed the standard international procedures and 
included additional information to help test administrators con-
duct a high-quality session. The manual included an overview of 
the Benchmarking study, a section on classroom management, 
question-by-question specifications for the Student Question-
naire, and administrative procedures such as completing the 
expense reports.

8.4 Within-School 
Sampling

Once jurisdiction coordinators secured cooperation of the sam-
pled schools, each school coordinator obtained the information 
necessary for sampling classes within the school. Coordinators 
followed the standard international procedure for sampling 
classes and teachers. The process and forms used were as follows:

• The school coordinator sent a list of the eighth-grade math-
ematics classes and their teachers’ names to the jurisdiction 
coordinator using the Class Listing Form. This form, devel-
oped by Westat, included instructions and definitions 
regarding the classes to be listed. 

• The jurisdiction coordinator forwarded the class listing to 
Westat staff who selected the sample of two intact mathemat-
ics classrooms using the Class Sampling Form. The Class Sam-
pling Form used for Benchmarking was identical to the main 
survey form used in the United States. It differed from the 
international version in that it specified minimum class size 
rather than minimum cluster size. (Minimum class size, 10, is 
given as half the minimum cluster size). In the Class Sam-
pling Forms, pseudoclasses or classes of students “not taking 
math” were formed as necessary following the international 
procedures required by the International Study Center.
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• The selected mathematics classes were each specified on a 
Student-Teacher Worksheet. The jurisdiction coordinator 
mailed the Student-Teacher Worksheet to the school coordi-
nator along with a cover letter asking for lists of the students 
from the selected mathematics classes (their names, gender, 
and birth dates) and each student’s science class and science 
teacher’s name. 

• Westat staff prepared the Teacher-Student Linkage Forms, 
Teacher Tracking Forms, and Student Tracking Forms based 
on the information submitted on the Student-Teacher Work-
sheet. They passed the completed forms to jurisdiction coor-
dinators who mailed them to the school for use by the Westat 
test administrators on assessment day. In addition, Westat sent 
test administrators the prepared School Questionnaire and 
Teacher Questionnaires with a letter asking them to distrib-
ute these so that the completed responses could be picked up 
by the Westat assessment staff on testing day.

• The “exclusion” code, if any, was recorded only on the 
Student Tracking Forms, rather than entering it on both 
the Linkage and Student Tracking Forms as indicated in 
the international procedural manual. Schools were pro-
vided with a printed copy of the international “exclusion” 
definitions, and decisions on excluding students were made 
by school staff. The Westat assessment staff recorded exclu-
sions on the Student Tracking Forms on the assessment day 
before testing began.

• Since the sampling activities for the TIMSS 1999 Benchmark-
ing study in the U.S. were not centrally organized, it was 
decided not to use the TIMSS sampling software.

8.5 Test Administration In most schools, students were assessed in two groups (the mathe-
matics classes that were sampled). Due to class scheduling, stu-
dents in some schools were assessed as one group in a large 
facility such as the cafeteria or library. 

Test administrators followed the standard script for administer-
ing the assessment based on internationally prescribed proce-
dures. The responsibilities of the test administrator are detailed 
in the TIMSS 1999 Benchmarking Test Administrators Manual 
(Westat 1998b) and included:

• Ensuring that each student received the correct testing 
materials that were specifically prepared for him or her



Data Collection and Data Preparation for TIMSS 1999 Benchmarking

169

• Administering the test in accordance with the instructions in 
the TIMSS 1999 Benchmarking Test Administrator Manual and 
the session script

• Ensuring the correct timing of the testing session

• Recording student participation on the Student Tracking Form

• Copying student demographic information onto booklet covers

• Recording session details on the Test Administration Form and 
Student Response Rate Form.

Make-up sessions were requested whenever attendance in the 
school’s sessions was below the target 90% participation. In a few 
schools, it was not possible to schedule make-up sessions. As each 
testing session was completed, test administrators sent all assess-
ment materials to NCS for processing.

8.6 Quality Control 
Monitoring

Site visits were made by field managers and by Westat home office 
staff to make sure that all procedures were being implemented 
correctly and uniformly. Test administrators were observed by 
their field supervisors in at least one assessment for quality con-
trol. In addition, about 10% of schools in each jurisdiction were 
randomly selected for a visit by a Quality Control Monitor from 
the International Study Center (see chapter 9 for details).

8.7 Data Processing NCS was subcontracted by Westat to process and score the 
TIMSS 1999 Benchmarking data for the states and districts. NCS 
used the same receipt control procedures that were used to pro-
cess the TIMSS 1999 national assessment materials and carried 
out all scoring procedures for TIMSS 1999 Benchmarking simul-
taneously with the TIMSS 1999 national assessment. Student 
papers from the TIMSS 1999 national and state/district Bench-
marking samples were intermingled and scored simultaneously. 

When TIMSS 1999 national and Benchmarking materials came 
into NCS from the field, they were checked using the same speci-
fications and were processed and scanned on parallel tracks. 
Each group of materials was given a letter code (TR for national 
and DS for Benchmarking districts and states) and a sequential 
number to identify the batch and document. After conducting 
receipt control procedures, NCS scanned the test booklets and 
sorted the open-ended items by item in preparation for scoring.
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8.8 Data Entry The data on the scannable documents were collected using NCS 
optical-scanning equipment that also captured images of the 
constructed-response items and intelligent character recognition 
(ICR) fields. The School and Teacher Questionnaires were 
entered into a data file using key-entry methods. A second person 
keyed the same data into a verification file. Both sets of data were 
then programmatically compared and discrepancies were cor-
rected. The data were run through the NCS Pre-Edit Program 
and edited according to specifications that the development staff 
created. This ensured that the data would conform to the code-
book specifications. If there were problems, the editing staff cor-
rected them and then ran the batch through the NCS Post-Edit 
Program to insure that the changes were entered correctly and 
the data were clean. 

8.9 Image Scoring Because of the economy of scale due to the increased sample size 
and the good rate of participation by states and districts, NCS 
used image processing and on-line scoring for the TIMSS 1999 
national and Benchmarking studies. Two of the significant advan-
tages of this on-line system were the ease of regulating the flow of 
work to scorers and the ease of monitoring scoring. The system 
allowed for item-by-item, rather than book-by-book, scoring. 
Item-by-item scoring increased efficiency because scorers and 
trainers could focus on one item at a time, thus improving scor-
ing reliability and validity. 

On-line scoring was a valuable innovation in the TIMSS 1999 
project. Training for a particular item occurs before the scoring 
of all responses for the item. Student papers from both the 
TIMSS 1999 national sample and district/state Benchmarking 
samples were intermingled and scored simultaneously by scorers 
trained in the scoring procedures for the TIMSS 1999 open-
ended items. Coupled with the fact that responses were scored 
item by item, this meant that all occurrences of the items, 
whether in the national sample, in the district/state sample, or in 
different booklet types, were scored together following the train-
ing for that item.

8.10 Scoring Training NCS prepared training materials for scorers using the international 
training materials distributed at the TIMSS 1999 international scor-
ing training meeting in February 1999 as well as sample papers 
from the responses received from the U.S. assessment in Spring 
1999. NCS scoring center staff selected a random sample of about 
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50 responses for each item to be scored. NCS trainers who attended 
the international training reviewed the responses to ensure that a 
wide range of responses were represented for each score point. A 
score was assigned to each response, and sets of papers that exem-
plified score points were created. Training involved:

• Presenting and discussing the item to be scored along with 
the item rationale

• Explaining the scoring guide to the team and discussing the 
anchor papers, which contain the scoring guide, the item, its 
scoring rationale, and the student responses that represent 
the various score points in the guide

• Discussing the rationale behind the scoring guide, focusing 
on the criteria that differentiate the levels in the guide

• Practicing scoring on a shared set of student responses

• Discussing the responses in the shared packet

• Scoring and discussing 10 to 20 practice papers, which repre-
sented the entire range of score points for that item.

After the trainer and the scoring supervisor determined that the 
team had reached consensus, the scoring supervisor released the 
work electronically to scorers through the on-line scoring system. 
When scorers first received live responses, they either took turns 
scoring these responses or worked in pairs as a final quality check 
before they began working on their own.

Training sets were created by May 24, 1999. The trainers received 
their materials June 1. Scoring began on June 14 and was com-
pleted July 9.

8.11 Monitoring Scoring Trainers and scoring supervisors monitored the scoring process 
in three ways: (1) using a software feature that allowed for ongo-
ing checking of scorer agreement rates; (2) using a feature that 
allowed for backreading the papers read by scorers; and (3) using 
a feature that monitored scoring rates. These software features 
are discussed below.

Ten percent of all of the constructed responses were scored by a 
second reader to obtain statistics on inter-rater reliability. The 
responses chosen for “second scoring” were determined systemat-
ically. Second scorers did not know that they were second scoring 
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or what score the first rater had assigned. NCS scoring supervi-
sors used this information to monitor the capabilities of all scor-
ers, to maintain uniformity of scoring, and to ensure that scorer 
agreement rates met minimum standards.

The inter-rater reliability feature produced on-demand reports in 
either of two modes—aggregate information of all first scorings 
versus all second scorings, or overall agreement percentage for 
each individual scorer. The information was displayed in a matrix 
format showing the instances of exact agreement, which fell 
along the diagonal of the matrix. Data in each cell of the matrix 
provided the number and percentage of cases of agreement (or 
disagreement). The display also contained information on the 
total number of second scorings and the overall percentage of 
cases in which two scorers agreed on a rating. 

The scoring supervisor monitored each scorer’s progress using 
the system’s backreading feature. Typically, a scoring supervisor 
looked at about 10% of all responses graded by each scorer. 
With this feature, scoring supervisors could see all the papers a 
given rater graded, and the scores that were assigned. Where 
scoring supervisors disagreed with the score assigned by the 
first scorer, they assigned a new score, which then became the 
reported score.

In addition to checking rater agreement and backreading indi-
vidual responses, scoring supervisors monitored workflow using a 
status report that displayed the number of responses scored, the 
number of responses scored a second time, and the number of 
responses remaining to be scored. This facility allowed the scor-
ing supervisor and trainer to monitor the scoring rate accurately 
and to estimate the time needed to complete the scoring.
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8.12 Completing Data 
Files

After open-ended scoring was completed, scores were merged 
with the demographic, gridded, and key-entered data. At this 
time, final output files were produced for each file type. The 
final files were checked by the Software Quality Specialists to 
ensure that the data adhered to the international format. In 
earlier editing functions, data were checked for completeness 
and compliance with international codebook specifications. In 
addition, a check was performed to verify correct linking and 
matching of student, teacher, and school data files. To maintain 
confidentiality, all personal identification in the data set was 
removed before the data were sent to the IEA DPC and the 
International Study Center at Boston College. Further checking 
and cleaning took place at the DPC using international proce-
dures for data cleaning.
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9 Quality Control in Data Collection for 
TIMSS 1999 Benchmarking
Kathleen M. O’Connor
Steven E. Stemler

9.1 Overview To verify that the TIMSS international data-collection procedures 
were applied uniformly in each of the benchmarking jurisdictions, 
the International Study Center instituted a program for quality 
assurance in data collection1. Quality Control Monitors (QCMs) 
were recruited by the International Study Center to document pro-
cedures in a sample of schools in each participating Benchmarking 
entity. The International Study Center selected approximately five 
schools in each state and two or three schools in each district/con-
sortium to take part in the quality control program.

The major responsibility of Benchmarking QCM was to observe 
the TIMSS test administration in selected schools. QCMs were 
assigned to schools and completed a Classroom Observation 
Record documenting test administration procedures for each 
session they observed.

In preparation for their task, QCMs were given an overview of the 
TIMSS 1999 survey operations procedures and were trained by 
the staff of the International Study Center in how to conduct and 
document their quality control task. In order to facilitate the 
training, the TIMSS International Study Center developed a man-
ual to inform QCMs about the TIMSS Benchmarking project and 
to describe in detail their roles and responsibilities.

QCMs were provided with the following materials to conduct 
their task: the Manual for Quality Control Monitors (TIMSS, 1998), 
the TIMSS 1999 Benchmarking Test Administrator’s Manual (Westat, 
1999), the Classroom Observation Forms, the list of schools 
selected for site visits, and contact information for the region’s 
Westat supervisor.

1. See O’Connor, K.M., and Stemler, S.E. (2000) for information about the international 
quality control effort, which documented the data collection in the TIMSS 1999 countries.
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Before beginning their task, QCMs assembled in Boston for a 
training meeting. At the meeting, QCMs were trained to do 
the following: 

• Contact the supervisors to gather information about sites 
being observed, including the contact information for the 
school coordinator

• Contact the school coordinators to explain the site visits

• Review the condition of the achievement test booklets prior 
to testing

• Collect and review the tracking forms being used to sample 
students and to document participation status

• Observe the testing sessions

• Interview the school coordinator 

• Document findings.

In total, 18 Benchmarking quality control monitors were recruited 
and trained. They observed a total of 98 testing sessions.

9.2 Observing the 
TIMSS Test 
Administration

The Classroom Observation Record was designed to allow the 
QCM to keep a simple and accurate record of the major activities 
relating to the test administration. The record had four sections:

1. Preliminary activities of the test administrator

2. Test session activities

3. General impressions

4. Interview with the school coordinator.

9.2.1 Preliminary Activities of the Test Administrator

Section A of the Classroom Observation Record dealt with prepa-
rations for the testing session. Monitors were asked to note 
whether the test administrator had checked the testing materials, 
read the administration script, organized space for the session, 
and arranged for the necessary equipment (pencils, timers, etc.). 

Exhibit 9.1 summarizes the results for this section. It shows that 
in almost all cases, the preparatory testing procedures were fol-
lowed. In the rare instances where deviations occurred, appropri-
ate corrections were made. In the few instances where QCMs 
reported a discrepancy between information on the Student 
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Tracking Form and information listed on the Student Identifica-
tion Form, the errors were usually limited to one student in the 
group and consisted of a mismarking of the student’s gender or a 
mismarked digit on the student ID number.

In the few cases where it was reported that there was not enough 
room for students, QCMs noted that this was due to unavoidable 
circumstances (e.g., the test was administered in a small classroom, 
the desks were too narrow, the students sat at round tables).

The absence of a visible wall clock was also considered an envi-
ronmental restriction more than a limitation of the implementa-
tion of the testing procedures. In many of the cases the room had 
a clock, but not all students were able to see it.

In general, QCMs observed no procedural deviations in prepara-
tions for the testing that were severe enough to compromise the 
integrity of the test administration.

Exhibit 9.1 Preliminary Activities of the Test Administrator

+ Seals were not used on the booklets in these states, districts, or consortia
* Represents the number of respondents answering either Definitely Yes or Probably Yes
** Represents the number of respondents answering either Definitely No or Probably No

Question Yes No N/A

Had the test administrator verified adequate supplies of the test 
booklets? 97* 1** -

Had the test administrator familiarized himself or herself with the 
script prior to testing? 94* 4** -

Were all the seals intact on the test booklets prior to distribution? 41 1 55+

Did the Student Identification information on test booklet correspond 
with the Student Tracking Form? 85 10 3

Was there adequate seating space for the students to work without 
distractions? 85 13 -

Was there adequate room for the test administrator to move about 
the room during testing? 93 5 -

Did the test administrator have a stopwatch or timer for accurately 
timing testing sessions? 96 2 -

Did the test administrator have an adequate supply of pencils and 
other materials? 97 - 1

Was there a wall clock visible for the students to check their timing 
during the testing? 83 14 1
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9.2.2 Test Session Activities

Section B of the classroom observation record dealt with the test 
session activities themselves. These included the extent to which 
the test administrator followed the script, how the test booklets 
were distributed and collected, and the various announcements 
made during the testing session.

The achievement test was administered in two sessions, with a 
short break between. Exhibit 9.2 documents the activities associ-
ated with the first testing session and shows that at least 70% of 
the test administrators followed their script exactly when prepar-
ing the students and delivering instructions for Session 1. Where 
changes were made, they tended to be additions to the script.

Further examination of Exhibit 9.2 shows that in more than 75% 
of the sessions, the test administrator collected booklets one at a 
time from students. In the remaining sessions, students laid their 
booklets down on their desks during a brief 1 to 2 minute break. 

Note that in 35 of 98 testing sessions (36%), the length of the 
testing session did not equal the time allowed. In each instance, 
all students had finished early.

Finally, booklets were rarely collected at the end of Session 1; 
rather, students were given a very short 1 to 2 minute break while 
the books remained on their desks.
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Exhibit 9.2 Test Administrator’s Activities—Testing Session 1

Exhibit 9.3 summarizes QCMs’ observations from the second test-
ing session. The amount of time it took to restart the testing ses-
sions ranged from 0 to 23 minutes; however, the vast majority of 
sessions were restarted in five minutes or less. In fact, because 
booklets were rarely collected during the break, testing typically 
resumed in 1-2 minutes.

Question Yes No N/A

Did the test administrator follow the test 
administrator’s script exactly in…

…preparing the students? 72
23 (minor changes)
2 (major changes) 1

…distributing the materials? 58
30 (minor changes)
10 (major changes) -

…giving General Directions? 62
30 (minor changes)
6 (major changes) -

…giving instructions for Part I? 79
11 (minor changes)
8 (major changes) -

If the test administrator made changes to the 
script, would you describe them as…

…additions? 39 20 39

…revisions? 24 28 46

…deletions? 21 23 54

Did the test administrator distribute test 
booklets one-at-a-time to students? 76 22 -

Did the test administrator distribute the 
test booklets according to the booklet 
assignment on the Student Tracking Form?

94 4 -

Did the test administrator record attendance 
correctly on the Student Tracking Form? 91 1 6

Did the total testing time for Session 1 equal 
the time allowed? 63 35 -

Did the test administrator announce “you 
have 10 minutes left” prior to the end of 
Session 1?

94 4 -

Were any other “time remaining” announce-
ments made during Session 1? 10 88 -

At the end of Session 1, did the test adminis-
trator collect the test booklets one at a time 
from students?

2 96 -
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Exhibit 9.3 shows that in about 30% of the testing sessions, the time 
used for Session 2 was less than the full time allowed. The test 
administrators reported that all of the students in those sessions had 
finished the exam early, had finished reviewing their work, and in 
many cases “were becoming unruly and impatient.”

In 47 of 98 sessions (48%), booklets were collected one at a time 
from students. When they were not, students were simply asked to 
pass them to the front of their rows.

Exhibit 9.3 also reveals that in about two-thirds of the sessions 
observed, no break was given between testing and the administra-
tion of Student Questionnaires. Administrators often reported 
that students already had time to rest due to the fact that students 
often finished testing early. As a result, no official break preceded 
administration of the Student Questionnaires at many of the 
observed testing sessions.

A final statistic from Exhibit 9.3 worth noting is that in about two-
thirds of the testing sessions, students requested additional time 
to complete the Student Questionnaire. It was almost always the 
case that these students were given an extra 5-10 minutes to com-
plete the questionnaires.
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Exhibit 9.3 Test Administrator’s Activities—Testing Session 2

Exhibit 9.4 presents the results of the remaining questions asked 
about the test session activities. These questions dealt with topics 
such as student compliance with instructions, and the alignment 
between scripted instructions and their implementation.

The results show that in almost all of the sessions, the students 
complied well or very well with the instructions to stop testing. 
Additionally, in nearly 70% of the sessions students were given 
extra time to complete the Student Questionnaire.

Question Yes No N/A

Was the time spent to restart the testing in Session 2 
equal to 5 minutes? 1 97 -

Did the total testing time for Session 2 equal the 
time allowed? 65 33 -

Did the test administrator announce “you have 10 
minutes left” prior to the end of Session 2? 94 4 -

Were any other “time remaining” announcements 
made during Session 2? 7 91 -

At the end of Session 2, did the test administrator collect 
the test booklets one at a time from the students? 47 51 -

When the test administrator read the script for the 
end of testing Session 2, did he or she announce a 
break to be followed by the Student Questionnaire?

32 61 5

How accurately did the test administrator follow the 
script to end the testing and signal a break?

40
(no changes)

33 
(minor changes)

21 
(major changes)

4

If there were any changes, would you describe 
them as…

…additions? 20 24 54

…some minor changes? 32 20 46

…omissions? 21 24 53

At the end of the break, did the test administrator 
distribute the Student Questionnaires and give 
directions as specified in the script?

56 29 13

Did the students ask for additional time to complete 
the questionnaire? 66 26 6

At the end of the session, prior to dismissing the 
students, did the test administrator thank the 
students for participating in the study?

86 8 4



184

TIMSS 1999 Benchmarking • Technical Report • Chapter 9

Exhibit 9.4 Test Session Activities

9.2.3 General Impressions

Section C dealt with the quality control monitors general obser-
vations and overall impressions of the test administration. It cov-
ered topics such as how well the test administrator monitored 
the behavior of the students during the testing, and any unusual 
circumstances that may have come up during the session (e.g., 
cheating, emergency situations, student refusal to participate, 
defective instrumentation).

Examination of the results presented in Exhibit 9.5 shows that in 
almost all sessions, the testing took place without any problems. 
In roughly 7% of sessions, QCMs reported seeing evidence of stu-
dents attempting to cheat on the test. When asked to expand on 
this, QCMs generally indicated that students were either whisper-
ing to each other after they were done or were looking around at 
their neighbors to see whether their test booklets were indeed 
different. Because the TIMSS test design involves eight different 
booklets distributed among the students, students usually did not 
have the same booklet as their neighbors, so any students who 
may have tried to copy a neighbor’s answers would have been 
deterred by the test design.

Question Very well Well Fairly well Not well N/A

When the test adminis-
trator ended Session 1, 
how well did the stu-
dents comply with the 
instructions to “stop 
work”?

93 2 2 - 1

When the test adminis-
trator ended Session 2, 
how well did the stu-
dents comply with the 
instructions to “stop 
work”?

93 4 - - 1

Exactly Longer Shorter N/A

How does the total 
time allocated for the 
administration of the 
Student Questionnaire 
compare with the time 
specified in the script?

13 70 6 9

Very 
orderly

Somewhat 
orderly

Not 
orderly
at all

N/A

How orderly was the 
dismissal of students? 60 29 5 4
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Finally, a large proportion of testing sessions had one or more 
students leave the room for an “emergency” during testing. Typi-
cally these emergencies were bathroom breaks. In many of these 
instances, booklets were not collected from the student; instead, 
the students left the booklets on their desk.

Exhibit 9.5 Summary Observations of the QCMs

Finally, Exhibit 9.6 indicates that in almost all of the testing ses-
sions, QCMs found the behavior of students to be orderly and 
cooperative. Where it was less than perfect, the test administrator 
was almost always able to control the students and the situation. 
For the great majority of sessions, QCMs reported that the overall 
quality of the sessions was either excellent or very good.

Question Yes No N/A

During the testing situation did the test administrator 
walk around the room to be sure students were 
working on the correct section of the test and/or 
behaving properly?

93 4 1

In your opinion, did the test administrator address 
students’ questions appropriately? 94 3 1

Did you see any evidence of students attempting 
to cheat on the tests (e.g., by copying from a 
neighbor)?

6 90 2

Were any defective booklets detected and replaced 
before the testing began? - 95 3

Were any defective booklets detected and replaced 
after the testing began? - 97 1

If any defective test booklets were replaced, did 
the test administrator replace them appropriately? - 4 94

Did any students refuse to take the test either prior 
to the testing or during the testing? 9 86 3

If a student refused, did the test administrator 
accurately follow the instructions for excusing the 
student (collect the test booklet and record the 
incident on the Student Tracking Form)?

2 2 94

Did any students leave the room for an “emergency” 
during the testing? 43 52 3

If yes, did the test administrator address the situation 
appropriately (collect the booklet, and if the student 
was readmitted, return the test booklet and record 
time out of the room on the test booklet)?

13 25 60
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Exhibit 9.6 Summary Observations of Student Behavior

9.2.4 Interview with the School Coordinator

In Section D of the Classroom Observation Record, the QCMs 
recorded details of the interview with the school coordinator. 
Issues addressed included shipping of assessment materials, satis-
faction with arrangements for the test administration, the respon-
siveness of Westat to queries, necessity for make-up sessions, and, 
as a check on within-school sampling activities, the organization 
of classes in the school. 

The results presented in Exhibit 9.7 show that TIMSS 1999 was an 
administrative success in the eyes of the school coordinators. In 
80% or more of the cases, school coordinators reported that 
Westat was responsive to their questions or concerns, and that 
relations were cordial and cooperative.

Question Extremely Moderately Somewhat Hardly
at all N/A

To what extent would 
you describe the stu-
dents as orderly and 
cooperative?

65 26 6 - 1

No,
no late 

students

No,
not 

admitted

Yes, before 
testing 
began

Yes, after 
testing 
began

N/A

Were any late stu-
dents admitted to the 
testing room?

74 2 8 13 1

Excellent Very good Good Fair Poor

In general, how 
would you describe 
the overall quality of 
the testing session?

52 24 12 5 4

Definitely 
Yes

Some 
effort was 

made

Hardly any 
effort was 

made
N/A

If the students were 
not cooperative and 
orderly, did the test 
administrator make 
an effort to control 
the students and the 
situation?

23 9 5 61
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About half of the school coordinators reported that they were 
able to collect the completed Teacher Questionnaires prior to 
student testing. Of the rest, the vast majority reported that 
they were missing only one or two questionnaires and were 
expecting them to be turned in shortly.

It was estimated that the Teacher Questionnaires would take 
about 60 minutes to complete. Of the school coordinators who 
had administered the Teacher Questionnaire at the time of the 
interview, about 61% indicated that the estimate was about right, 
while about 11% reported that the questionnaires took longer 
and about 28% that they took less time to complete.

Finally, it is worth noting that in about 53% of the cases, school 
coordinators indicated that students were given special instruc-
tions, motivational talks, or incentives prior to testing. Students 
were given special instructions more often than motivational talks 
or special incentives, and most frequently these were contained 
in a letter sent home to the students’ parents.

Exhibit 9.7 Interview with the School Coordinator

Question Yes No N/A

Was Westat responsive to your questions or concerns? 86 4 8

Were you able to collect completed Teacher Questionnaires 
prior to the test administration? 52 39 7

It was expected that the Teacher Questionnaire would 
require about 60 minutes to complete. In your opinion, was 
that estimate correct?

43

8 
(longer)

20
(less time)

27

Were you satisfied with the accommodations (testing room) 
you were able to arrange for the testing? 86 8 4

Did the students receive any special instructions, motivational 
talk, or incentives to prepare them for the assessment? 55 40 3

Were students given any opportunity to practice on questions 
like those in the tests before the testing session? 4 92 2

Is this a complete list of the mathematics classes in this 
grade in this school? 85 4 9

To the best of your knowledge, are there any students in 
this grade level who are not in any of these 
mathematics classes?

18 76 4

To the best of your knowledge, are there any students in 
this grade level in more than one of these 
mathematics classes?

6 89 3

If there were another TIMSS Benchmarking assessment, 
would you be willing to serve as a school coordinator? 92 4 2
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Perhaps the biggest tribute to the successful planning and imple-
mentation of TIMSS 1999 was the fact that nearly 94% of respon-
dents said that if there were to be another TIMSS Benchmarking 
assessment, they would be willing to serve as the school coordi-
nator. Furthermore, the results shown in Exhibit 9.8 suggest that 
practically all of the school coordinators thought the testing ses-
sions went well, and that most thought that staff members in 
their school felt positive about the TIMSS 1999 testing.

Exhibit 9.8 Interview with the School Coordinator (continued)

9.3 Summary In summary, the observations by the quality control monitors 
indicate that the data collected in the TIMSS 1999 Benchmarking 
study met strict standards for quality, and that as a result there can 
be a high level of confidence in the findings.

Question Very well Satisfactory Unsatisfactory N/A

Overall, how would you say the 
session went? 61 30 1 6

Positive Neutral Negative N/A

Overall, how would you rate the atti-
tude of the other school staff mem-
bers towards the TIMSS testing?

57 34 4 3
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10.1 Overview The achievement test and questionnaire data from the countries 
(including the United States) that participated in TIMSS 1999 
were processed through a closely cooperative process involving 
the TIMSS International Study Center at Boston College, the IEA 
Data Processing Center (DPC), the Educational Testing Service 
(ETS), Statistics Canada, and the national research centers of the 
participating countries. Under the direction of the International 
Study Center, each institution was responsible for specific aspects 
of the data processing. This process is described in Hastedt & 
Gonzalez (2000). The present chapter, which is based on Hastedt 
& Gonzalez, describes those aspects of the database construction 
process that were relevant to the Benchmarking database.

In general, data processing for TIMSS consisted of six basic 
tasks: (1) data entry, (2) creation of the international database, 
(3) calculation of sampling weights, (4) scaling of achievement 
data, (5) analysis of the background data, and (6) creation of 
the exhibits for the TIMSS 1999 reports. This chapter describes 
the data checking and database creation that was implemented 
by the DPC, and the steps taken to ensure the quality and accu-
racy of the Benchmarking database.1 It discusses the responsibil-
ities of each participant in creating the database; the flow of the 
data files among the centers involved in the data processing; the 
structure of the data files submitted by Westat for processing, 
and the resulting files that are part of the database; the rules, 
methods, and procedures used for data verification and manip-
ulation; the data products created during data cleaning; and 
the computer software used in that process.

1. Data entry for the Benchmarking data is described in Chapter 8. The weighting, scaling, 
and analysis procedures are described in chapters 5, 13, and 15, respectively.
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10.2 Data Flow The data collected in the TIMSS 1999 Benchmarking survey were 
transferred to data files in the international format by NCS and 
Westat, as described in chapter 8. The files were then submitted 
to the DPC for cleaning and verification. The major responsibili-
ties of the DPC were to check that the data files matched the 
international standard and to make modifications as necessary; to 
apply standard cleaning rules to the data to verify their consis-
tency and accuracy; to interact with Westat to resolve any prob-
lems that arose; to produce summary statistics of the background 
and achievement data for review by the TIMSS International 
Study Center; and finally, upon feedback from Westat and the 
TIMSS International Study Center, to construct the Benchmark-
ing database. The DPC was also responsible for returning vali-
dated data files to Westat.

Once the achievement data had been checked for format and 
internal consistency, they were sent to the International Study 
Center where basic item statistics were produced and reviewed.2 
The sampling weights, which were produced by Westat, were 
reviewed by Statistics Canada and the TIMSS International Study 
Center before being forwarded to ETS for use in scaling the stu-
dent achievement data. Once the sampling weights and the 
scaled scores for mathematics and science achievement were veri-
fied at the International Study Center, they were sent to the DPC 
for inclusion in the Benchmarking database. The International 
Study Center prepared the exhibits for the TIMSS 1999 Bench-
marking reports and published the results of the study.

10.3 Data Cleaning at the 
IEA Data Processing 
Center

Once the Benchmarking data were received from Westat, they 
were submitted to the DPC for checking before being incorpo-
rated into the Benchmarking database. This process is generally 
referred to by the DPC as data cleaning. The goals of the TIMSS 
international data cleaning were to identify, document, and, 
where necessary and possible, correct deviations from the inter-
national file structure, and to correct key punch errors, system-
atic deviations from the international data formats, problems in 
linking observations across files, inconsistent tracking informa-
tion across and within files, and inconsistencies within and 
across observations. The main objective of the process was to 
ensure that the data adhered to international formats and accu-
rately and consistently reflected the information collected 

2. The item review process is described in chapter 12.
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within each participating country. All of the international data-
cleaning steps also were applied to the Benchmarking data to 
ensure that these data achieved the same quality standards as 
the international data.

Data cleaning involved three main steps. First, all incoming data 
files were checked, and reformatted as necessary, so that their 
structure conformed to the international format. As a second 
step, all problems with identification variables, linkage across 
files, codes used for different groups of variables, and participa-
tion status were detected and corrected. Thirdly, the distribution 
of each variable was examined, with particular attention to vari-
ables that presented implausible or inconsistent distributions 
based on the information from the country involved and on 
other answers in the questionnaires. In this third stage, data sum-
mary reports were generated for each country. They listed the 
codes used for each variable and pointed to outliers and changes 
in the structure of the data file. They also contained univariate 
statistics. The reports were sent to each participating country, and 
the NRC was asked to review the data and advise how best to 
resolve inconsistencies. In many cases the NRC was asked to go 
back to the original booklets from which the data had been 
entered. In the case of the Benchmarking participants these 
reports were sent to Westat, the contractor for field operations, 
for review.

In data cleaning, two main procedures were used to make any 
changes to the data that were necessary. Inconsistencies that 
could be resolved unambiguously were corrected automatically 
by a program applying standard cleaning routines. Other errors 
were corrected case by case by the DPC staff. All changes made to 
the data were recorded in an editing database, so that it was pos-
sible to reconstruct the original database received from any 
country. The three main steps in the data cleaning process 
are described in more detail below.

10.3.1 Standardization of the National File Structure

The first step in data checking at the international level was to 
verify the compatibility of the datasets received from countries 
with the international file structure as defined in the TIMSS 1999 
international codebook. 
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Although the TIMSS 1999 codebooks distributed with the data 
entry software gave clear and detailed instructions about the 
structure and format of the files to be submitted to the DPC, 
some countries opted to use other formats that differed from the 
international standard. For the most part, these differences were 
due to specific national circumstances. For example, the U.S. 
added questions to the School, Teacher, and Student Question-
naires. These items had to be added to the codebooks to ensure 
that they corresponded to the data files. 

After the national files were converted into the extended 
dBase format required by the DPC, the structure of the files 
was inspected and any deviations from the international file 
structure identified. A custom-designed program was used to 
scan the structure of the files for each country to identify the 
following deviations:

• International variables omitted

• National variables added

• Different variable length or number of decimal positions

• Different coding schemes or out-of-range values

• Specific national variables

• Gang-punched variables

At the same time, the data management and tracking forms sub-
mitted by each NRC to document such deviations were reviewed. 
Following these checks, the DPC made any changes necessary to 
make the files compatible with the international format. In most 
cases specific programs had to be customized to fit the file struc-
tures and particularities of each country.

As part of the standardization process, the file structure was rear-
ranged to facilitate data analysis, since the files no longer needed 
to correspond directly to the data-collection instruments. At this 
time also, the Student Background Files and Student Achieve-
ment Files were merged into a single file. Variables created dur-
ing data entry solely for the purpose of cross-checking the data 
were omitted from all files at this time, and new variables were 
added (i.e., reporting variables, derived variables, sampling 
weights, and achievement scores). 
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10.3.2 Cleaning Rules and Procedures

After the data files received from the countries were transformed 
into the international format, a set of standard checks and clean-
ing rules were applied.

The first step was to check for deviations from international stan-
dards in both data-collection instruments and data files. Instru-
ments were checked for missing questions or items, changes in 
the number of answer categories, alterations in coding schemes, 
and other national adaptations. Data files were examined for 
missing variables, changes in field length and number of decimal 
places, modifications of coding schemes, and additional 
national variables.

After all deviations from the international standard had been 
identified, a cleaning program was run on each file to make a 
set of standard changes. This was to facilitate the application of 
more specific cleaning rules at the next stage. After this step, 
each data file matched the international standard as specified in 
the international codebook. Among changes made at this time 
were adjustments to the hierarchical identification number sys-
tem, differentiation between “not applicable”, “missing”, and 
“not administered” codes, adding omitted variables and coding 
them as “not administered”, and recoding systematic deviations 
from the international coding scheme.

All problems were recorded in an error database containing 
one error file for each file that was checked. The cleaning pro-
gram labelled each problem with an identification number, 
and provided a description of the problem, and the action 
taken. As problems were identified that could not be automati-
cally rectified, they were reported to the responsible NRC so 
that data-collection instruments and tracking forms could be 
checked to trace the source of the errors. Wherever possible, 
staff at the DPC suggested a remedy and asked the NRCs to either 
accept it or propose an alternative. The data files were updated as 
solutions to problems were found. Where the NRC could not 
solve problems by inspecting the instruments or forms, a general 
cleaning program was applied.
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After all automatic updates had been made, any remaining cor-
rections to the data files were entered directly, or manually, using 
a specially developed editing program. These corrections took 
into account country-specific information that could not be used 
by the cleaning program. 

10.3.3 National Cleaning Documentation

NRCs received a detailed report of all problems identified in their 
data, and of the steps taken to correct them. These included:

• A record of all deviations from the international data-collec-
tion instruments and the international file structure 

• Documentation of the data problems uncovered by the clean-
ing program and the steps taken to resolve them

• A list of all manual corrections made in each data file.

In addition to documenting data errors and updates, the DPC 
provided each NRC with new data files that incorporated all 
agreed updates. In the case of the Benchmarking data, these 
reports were sent to Westat. The data files were transformed 
from the standard layout designed to facilitate data entry to a 
new format oriented more toward data analysis. The updated 
files included a range of new variables that could be used for 
analytic purposes. For example, the student files included 
nationally standardized scores in mathematics and science that 
could be used in national analyses to be conducted before the 
international database became available.

10.4 Data Products Data products sent by the DPC to NRCs included both data 
almanacs and data files.

10.4.1 Data Almanacs

Each country received a set of data almanacs, or summaries, pro-
duced by the TIMSS International Study Center. These contained 
weighted summary statistics for each participating country on 
each variable included in the survey instruments. There were two 
types of display. The display for categorical variables included an 
estimate of the size of the student population, the sample size, 
the weighted percentage of students who were not administered 
the question, the percentage of students choosing each of the 
options on the question, and the percentage of students who 
chose none of the options. The percentage of students to whom 
the question did not apply was also presented. For continuous 



Data Management and Database Construction for TIMSS 1999 Benchmarking

199

variables the display included an estimate of the size of the stu-
dent population, the sample size, the weighted percentage of stu-
dents who were not administered the question, the percentage 
who did not respond, the percentage to whom the question did 
not apply, the mean, mode, minimum, maximum, and the 5th, 
10th, 25th, 50th, 75th, 90th, and 95th percentiles. These alma-
nacs were also produced for participating states and districts. 
Example of such data displays are presented in Exhibits 10.1 and 
10.2. These data almanacs were sent to the participating coun-
tries for review. When necessary, they were accompanied by spe-
cific questions about the data presented in them. They were also 
used by the TIMSS International Study Center during the data 
review and in the production of the reporting exhibits.

Exhibit 10.1 Example Data Almanac Display for a Categorical Student Background Variable

Trends in International Mathematics and Science Study - 1999 Benchmarking Assessment
Student Background Data Almanac by Mathematics Achievement - 8th Grade

Question : Are you a girl or a boy?
Location : SQ2-02 / SQ2S-02 (BSBGSEX)

NOT NOT
ADMINIS ADMINIS

1.GIRL 2.BOY TERED OMIT 1.GIRL 2.BOY TERED OMIT
Entity Sample Valid N % % % % Mean Mean Mean Mean
-------------------------------------------------------------------------------------------------------------------
Connecticut 2023 2012 52.7 47.3 0.2 0.3 505.6 520.6 464.2 441.7
Idaho 1847 1832 49.6 50.4 0.5 0.3 494.2 495.7 523.7 415.0
Illinois 4781 4762 50.7 49.3 0.3 0.2 504.6 515.1 474.8 412.8
Indiana 2035 2021 50.4 49.6 0.6 0.1 509.9 519.9 483.7 419.0
Maryland 3317 3297 53.2 46.8 0.3 0.2 490.9 499.3 428.7 491.7
Massachusetts 2353 2335 50.2 49.8 0.4 0.2 509.8 517.0 534.1 513.7
Michigan 2623 2596 51.2 48.8 0.5 0.3 512.3 522.4 406.6 489.6
Missouri 1979 1963 51.2 48.8 0.5 0.3 488.2 492.3 437.8 434.2
North Carolina 3089 3079 53.5 46.5 0.1 0.2 493.6 497.5 428.6 438.5
Oregon 1889 1864 50.6 49.4 0.8 0.4 514.1 515.2 463.4 471.7
Pennsylvania 3236 3207 50.1 49.9 0.6 0.2 503.1 512.0 500.0 489.1
South Carolina 2011 1996 52.2 47.8 0.5 0.1 500.8 502.9 474.9 457.6
Texas 1996 1844 50.6 49.4 3.5 0.3 516.2 522.3 441.0 529.0

Academy School Dist. #20, 1233 1207 48.6 51.4 1.5 0.7 526.0 532.5 510.7 434.9
Chicago Public Schools, I 1132 1121 52.9 47.1 0.2 0.8 460.7 465.8 263.5 424.3
Delaware Science Coalitio 1268 1247 52.7 47.3 1.0 0.8 474.6 486.5 438.1 443.5
First in the World Consor 750 749 50.1 49.9 0.1 0.0 556.1 563.1 600.2 .
Fremont/Lincoln/WestSide 1093 1079 49.1 50.9 1.4 0.3 484.0 492.0 514.0 370.7
Guilford County, NC 1018 1014 53.5 46.5 0.1 0.2 506.6 522.0 493.1 424.6
Jersey City Public School 1004 994 52.9 47.1 0.9 0.2 472.6 479.8 362.3 395.4
Miami-Dade County PS, FL 1229 1207 49.2 50.8 0.9 0.8 420.5 424.5 391.8 300.9
Michigan Invitational Gro 903 895 50.3 49.7 0.5 0.5 535.0 529.5 483.0 472.4
Montgomery County, MD 1155 1145 51.8 48.2 0.2 0.7 533.8 542.2 473.0 483.1
Naperville Sch. Dist. #20 1212 1210 51.0 49.0 0.1 0.1 566.2 572.9 318.3 495.9
Project SMART Consortium, 1096 1096 50.7 49.3 0.0 0.0 518.6 522.7 . .
Rochester City Sch. Dist. 966 938 52.6 47.4 2.4 0.9 439.8 452.7 414.0 365.7
SW Math/Sci. Collaborativ 1538 1518 51.2 48.8 1.3 0.0 509.2 524.3 527.5 .

Belgium (Flemish) 5259 5218 49.7 50.3 0.9 0.0 560.8 556.1 504.6 594.3
Canada 8770 7558 50.4 49.6 0.9 12.6 531.4 535.2 513.6 514.8
Chinese Taipei 5772 5765 50.2 49.8 0.0 0.1 583.6 587.1 567.9 401.9
Czech Republic 3453 3448 51.5 48.5 0.2 0.0 511.8 528.5 499.2 .
England 2960 2841 49.0 51.0 4.1 0.1 487.2 507.1 474.9 358.4
Hong Kong, SAR 5179 5098 49.4 50.6 0.4 1.1 583.7 582.3 492.1 536.3
Italy 3328 3328 51.1 48.9 0.0 0.0 474.9 484.2 . .
Japan 4745 4686 49.5 50.5 1.3 0.1 574.8 582.5 574.0 523.3
Korea, Rep. of 6114 6113 49.2 50.8 0.0 0.0 584.4 589.9 604.0 .
Netherlands 2962 2883 52.3 47.7 2.5 0.2 538.3 544.2 506.7 377.5
Russian Federation 4332 4329 52.1 47.9 0.1 0.0 525.7 526.4 509.9 .
Singapore 4966 4964 48.5 51.5 0.0 0.0 603.3 605.5 551.9 .
United States 9072 8797 50.2 49.8 2.2 0.3 499.2 507.1 436.9 489.7

International Avg. 4755 4678 50.0 50.0 0.8 0.6 485.2 490.0 451.8 421.1

19:10 Thursday, May 17, 2001 1
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Exhibit 10.2 Example Data Almanac Display for a Continuous Student Background Variable
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10.4.2 Versions of the National Data Files

Building the international database was an iterative process. The 
DPC provided NRCs with a new version of their country’s data 
files whenever a major step in data processing was completed. 
This also guaranteed that the NRCs had a chance to review their 
data and run their own checks to validate the data files.

Three versions of the data files were sent out to the countries 
before the TIMSS international database was made available. 
Each country received its own data only. The first version was sent 
to the NRC as soon as that country’s data had been cleaned. 
These files contained nationally standardized achievement scores 
calculated by the DPC using a Rasch-based scaling method. Docu-
mentation, with a list of the cleaning checks and all corrections 
made in the data, was included to enable the NRC to review the 
cleaning process. Univariate statistics for the background data 
and item statistics for the achievement data were also provided 
for statistical review. A second version of the data files was sent to 
the NRCs when the weights and the international achievement 
scores were available and had been merged with the files. A third 
version was sent together with the data almanacs after final 
updates had been made, to enable the NRCs to validate the 
results presented in the first international reports.

10.4.3 Reports

Several reports were produced during data processing at the DPC 
to inform and assist the NRCs, the TIMSS International Study Cen-
ter, and other institutions involved in TIMSS 1999. The NRCs were 
provided with diagnostic reports and univariate statistics to help 
them check their data. The TIMSS International Study Center and 
ETS were provided with international item statistics. The Interna-
tional Study Center also received international coding reliability sta-
tistics and international univariate statistics. A report was made to 
the International Study Center and the TIMSS 1999 Project Man-
agement Committee about the status of each country’s data, any 
problems encountered in the data cleaning, and general statistics 
about the number of observations per file and preliminary student 
response rates.

10.5 Computer Software The standard database program for handling the incoming 
data was dBase. Tools for precleaning and programs such as 
LINKCHCK (described earlier) and MANCORR and CLEAN 
(described below) were developed for manipulating the data. 
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Statistical analyses (e.g., univariate statistics) for data cleaning 
and review were carried out with SAS. The final data sets were 
also created using SAS. For item statistics, the DPC used the 
QUEST software (Adams and Khoo, 1993).

The main programs that were developed by the DPC and used 
for TIMSS 1999 are described below. Most of the programs that 
were written for country-specific cleaning needs are not listed. 
The programming resources in the main cleaning process were 
spent largely in developing this set of programs.

10.5.1 MANCORR

The most time-consuming and error-prone part of data cleaning is 
the direct or “manual” editing of errors uncovered by the review 
process. Based on the DPC’s experience in the IEA Reading Liter-
acy Study, TIMSS 1995, and the pilot phases of TIMSS 1999, the 
data-editing program MANCORR was developed. It is easy to use 
and generates automatic reports of all data manipulation. Its main 
advantage compared with other editors is that all changes in the 
data are documented in a log database, from which reports can be 
generated. As updated data were received from countries, the 
time-intensive manual changes could be automatically repeated. 
An “Undo” function allowed the restoration of original values that 
had been modified with the MANCORR program. The report on 
which changes were made in the data, by whom, and when was 
important for internal quality control and review. The MANCORR 
program was developed using CLIPPER in order to manipulate 
DataEntryManager files.

10.5.2 CLEAN

The main software instrument for data cleaning in TIMSS 1999 
was the diagnostic program CLEAN. This program was derived 
from earlier versions used in the IEA Reading Literacy Study and 
TIMSS 1995. It was used to check all the TIMSS 1999 files indi-
vidually, the linkages across files, and all between-file compari-
sons. An important feature of the program is that it could be 
used on a data file as often as necessary. It could first be used to 
make automatic corrections, and subsequently for creating a 
report only, without making corrections. Thus it was possible to 
run a check on the files at all stages of work until the end, when 
the file format was changed to the SAS format. This meant that 
the program was used not only for initial checks but also to check 
the work done at the DPC. 
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A feature of the TIMSS 1999 data cleaning tools is that all 
deviations are reported to a database, so that reports can be 
generated by type of problem or by record. Reports previously 
generated by the program could be compared automatically 
with newer reports to see which problems had been solved, 
and even more important, whether additional errors were 
introduced during manual correction. The databases were 
used to generate the final reports to be sent to the countries. 
These reports showed which deviations were initially in the data, 
which were solved automatically, which were solved manually, and 
which remained unchanged. 

10.5.3 Programs Creating Meta Databases

Using SAS, several programs were developed by the DPC for 
reviewing and analyzing both the background data and the test 
items. For the background data, a meta database containing 
information provided by the initial analysis and by the interna-
tional codebook was created. Another meta database containing 
the relevant item parameters was created for the achievement test 
items. Later, all statistical checks and reports used these databases 
instead of running the statistics over all data sets again and again. 
If the data for one country were changed, then statistics had to be 
recalculated for that country only. This reduced the computing 
time for certain procedures from hours to a few minutes. Both 
databases are the base sources of several reports produced at 
both the national and international levels (e.g., for the univariate 
and item analysis reports).

10.5.4 Export Programs

As mentioned above, SAS was the main program for analyzing 
the data. Using SAS, export programs were developed and tested 
to create output data sets for data distribution that are readable 
by either SAS or SPSS.

10.6 Summary The structures and procedures designed for processing the 
TIMSS 1999 data were applied to the Benchmarking data files 
to ensure that the Benchmarking data conformed to the same 
format and quality standards as the TIMSS international data. 
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11.1 Overview

 

To obtain estimates of student proficiency in mathematics and 
science that were both accurate and cost effective, TIMSS 1999 
made extensive use of probability sampling techniques to sample 
students from national student populations and from the Bench-
marking jurisdictions.

 

2

 

 Statistics computed from these national 
probability samples were used as estimates of population para-
meters. Because some uncertainty is involved in generalizing 
from samples to populations, the important statistics in the 
TIMSS 1999 International and Benchmarking Reports (Martin et 
al., 2000; Martin et al., 2001; Mullis et al., 2000; Mullis et al., 
2001) are presented together with their standard errors, which 
are a measure of this uncertainty.

The TIMSS 1999 item pool was far too extensive to be adminis-
tered in its entirety to any one student, and so a complex test 
design was developed whereby each student was given a single 
test booklet containing only a part of the entire assessment.

 

3

 

 The 
results for all of the booklets were then aggregated using Item 
Response Theory to provide results for the entire assessment. 
Thus each student responded to just a few items from each 
content area, and therefore multiple imputation or “plausible 
values” had to be used to derive reliable indicators of student 
proficiency. Since every proficiency estimate incorporates some 
uncertainty, TIMSS followed the customary procedure of gen-
erating five estimates for each student and using the variability 
among them as a measure of this imputation uncertainty, or 
error. In the TIMSS 1999 International and Benchmarking 
Reports the imputation error for each variable has been com-
bined with the sampling error for that variable to provide a 
standard error incorporating both.

 

1. This chapter is based on Gonzalez & Foy (2000) from the international technical report 
for TIMSS 1999 (Martin, Gregory, and Stemler, 2000).

2. The TIMSS sample design is presented in chapters 5 & 6.
3. Details of the TIMSS test design can be found in chapter 2.
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11.2 Estimating Sampling 
Variance

The TIMSS 1999 sampling design applied to the problem of select-
ing student samples a stratified multistage cluster-sampling tech-
nique that permitted efficient and economical data collection 
while working with schools and classes. This design capitalized 
effectively on the structure of the student population (i.e., students 
grouped in classes within schools) but complicated the task of 
computing standard errors to quantify sampling variability. 

When sampling involves multistage cluster techniques, sam-
pling errors can be estimated in several ways that avoid the 
assumption of simple random sampling (Wolter, 1985). The 
jackknife repeated replication technique (JRR) was chosen by 
TIMSS in both 1995 and 1999 because it is computationally 
straightforward and provides approximately unbiased estimates 
of the sampling errors of means, totals, and percentages.

The variation on the JRR technique used in TIMSS 1999 and the 
Benchmarking is described in Johnson and Rust (1992). It 
assumes that the primary sampling units (PSUs) can be paired in 
a manner consistent with the sample design, with each pair 
regarded as members of a pseudo-stratum for variance estimation 
purposes. When used in this way, the JRR technique appropri-
ately accounts for the combined effect of the between- and 
within-PSU contributions to the sampling variance. The general 
use of JRR entails systematically assigning pairs of schools to 
sampling zones, and randomly selecting one member of each 
pair of schools to have its contribution doubled and that of the 
other member zeroed, thus forming a number of “pseudo-
replicates” of the original sample. The statistic of interest is 
computed once for all of the original sample, and once again 
for each pseudo-replicate sample. The variation between the 
estimates for each replicate sample and the original sample is 
the jackknife estimate of the sampling error of the statistic.

11.2.1 Construction of Sampling Zones for Sampling
Variance Estimation

To apply the JRR technique, the sampled schools had to be 
paired and assigned to a series of groups known as sampling 
zones. For the TIMSS 1999 countries, this was done at Statistics 
Canada, by working through the list of sampled schools in the 
order in which they were selected and assigning the first and 
second schools to the first sampling zone, the third and fourth 
schools to the second zone, and so on. For the Benchmarking 
data, the sampling zones were constructed by Westat, as part of 
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their data collection activities. In total 75 zones were used, 
allowing for 150 schools per country. When more than 75 zones 
were constructed, they were collapsed to keep the total number 
to 75. Among the Benchmarking jurisdictions, the number of 
zones was often less than 75.

In general, sampling zones were constructed within design 
domains, or explicit strata. Where there was an odd number of 
schools in an explicit stratum, either by design or because of 
school nonresponse, the students in the remaining school were 
randomly divided to make up two “quasi-schools” for the pur-
poses of calculating the jackknife standard error. Each zone 
then consisted of a pair of schools or quasi-schools. Exhibit 
11.1 shows the range of sampling zones used in each country 
and Benchmarking jurisdiction.

11.2.2 Computing Sampling Variance Using the JRR Method

The JRR algorithm used in TIMSS 1999 assumes that there are H 
sampling zones within each country or jurisdiction, each contain-
ing two sampled schools selected independently. To compute a 
statistic t from the sample for a country or jurisdiction, the for-
mula for the JRR variance estimate of the statistic t is then given 
by the following equation:

where H is the number of pairs in the sample for the country or 
jurisdiction. The term t(S) corresponds to the statistic for the 
whole sample (computed with any specific weights that may have 
been used to compensate for the unequal probability of selec-
tion of the different elements in the sample or any other post-
stratification weight). The element t(Jh) denotes the same statis-
tic using the hth jackknife replicate. This is computed using all 
cases except those in the hth zone of the sample; for those in the 
hth zone, all cases associated with one of the randomly selected 
units of the pair are removed, and the elements associated with 
the other unit in the zone are included twice. In practice, this is 
effectively accomplished by recoding to zero the weights for the 
cases of the element of the pair to be excluded from the replica-
tion, and multiplying by two the weights of the remaining 
element within the hth pair.

Varjrr t( ) t Jh( ) t S( )–[ ]2

h 1=

H

∑=
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Exhibit 11.1 Range of Sampling Zones 

Country Zones States Zones

Australia 75 Connecticut 26

Belgium (Flemish) 74 Idaho 25

Bulgaria 75 Illinois 75

Canada 75 Indiana 26

Chile 75 Maryland 40

Chinese Taipei 75 Massachusetts 28

Cyprus 61 Michigan 28

Czech Republic 71 Missouri 25

England 64 North Carolina 47

Finland 75 Oregon 22

Hong Kong, SAR 69 Pennsylvania 39

Hungary 74 South Carolina 24

Indonesia 75 Texas 26

Iran, Islamic Rep. 75 Districts and Consortia Zones

Israel 70 Academy School Dist. #20, CO 49

Italy 75 Chicago Public Schools, IL 13

Japan 71 Delaware Science Coalition, DE 25

Jordan 74 First in the World Consort., IL 15

Korea, Rep. of 75 Fremont/Lincoln/WestSide PS, NE 43

Latvia (LSS) 73 Guilford County, NC 21

Lithuania 75 Jersey City Public Schools, NJ 35

Macedonia, Rep. of 75 Miami-Dade County PS, FL 12

Malaysia 75 Michigan Invitational Group, MI 24

Moldova 75 Montgomery County, MD 16

Morocco 75 Naperville Sch. Dist. #203, IL 34

Netherlands 63 Project SMART Consortium, OH 24

New Zealand 75 Rochester City Sch. Dist., NY 24

Philippines 75 SW Math/Sci. Collaborative, PA 19

Romania 74

Russian Federation 56

Singapore 73

Slovak Republic 73

Slovenia 75

South Africa 75

Thailand 75

Tunisia 75

Turkey 62

United States 53
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The computation of the JRR variance estimate for any statistic in 
TIMSS 1999 required the computation of the statistic up to 76 
times for any given country or Benchmarking jurisdiction: once 
to obtain the statistic for the full sample, and up to 75 times to 
obtain the statistics for each of the jackknife replicates (Jh). The 
number of times a statistic needed to be computed for a given 
country depended on the number of implicit strata or sam-
pling zones defined for that country.

Doubling and zeroing the weights of the selected units within the 
sampling zones was done by creating replicate weights that were 
then used in the calculations. This approach requires the user to 
create a new set of weights for each pseudo-replicate sample. Each 
replicate weight is equal to k times the overall sampling weight, 
where k can take values of 0, 1, or 2 depending on whether the 
case is to be removed from the computation, left as it is, or have its 
weight doubled. The value of k for an individual student record 
for a given replicate depends on the assignment of the record to 
the specific PSU and zone.

Within each zone the members of the pair of schools are assigned 
an indicator (ui), coded randomly to 1 or 0 so that one of them 
has a value of 1 on the variable ui and the other a value of 0. This 
indicator determines whether the weights for the elements in the 
school in this zone are to be doubled or zeroed. The replicate 
weight for the elements in a school assigned to zone h is 
computed as the product of kh times their overall sampling weight, 
where kh can take values of 0, 1, or 2 depending on whether the 
school is to be omitted, included with its usual weight, or have its 
weight doubled for the computation of the statistic of interest. In 
TIMSS 1999, the replicate weights were not permanent variables, 
but were created temporarily by the sampling variance estimation 
program as a useful computing device.

To create replicate weights, each sampled student was first 
assigned a vector of 75 weights, , where h takes values 
from 1 to 75. The value of  is the overall sampling weight, 
which is simply the product of the final school weight, the appro-
priate final classroom weight, and the appropriate final student 
weight, as described in chapters 5 and 6.

Wh
g i j, ,( )

Wh
g i j, ,

W0
g i j, ,
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The replicate weights for a single case were then computed as

where the variable kh for an individual i takes the value khi = 2*ui if 
the record belongs to zone h, and khi = 1 otherwise.

In the TIMSS 1999 analysis, 75 replicate weights were computed 
for each country and jurisdiction regardless of the number of 
actual zones within that country or jurisdiction. If a country had 
fewer than 75 zones, then the replicate weights Wh, where h was 
greater than the number of zones within the country, were each 
the same as the overall sampling weight. Although this involved 
some redundant computation, having 75 replicate weights for 
each country had no effect on the size of the error variance com-
puted using the jackknife formula, but it facilitated the computa-
tion of standard errors for a number of countries at a time.

Standard errors presented in the TIMSS 1999 International and 
Benchmarking Reports were computed using SAS programs 
developed at the International Study Center. They were then 
verified against results produced by the WesVarPC software 
(Westat, 1997) as an additional quality control check.

11.3 Estimating 
Imputation Variance

The general procedure for estimating the imputation variance 
using plausible values is discussed by Mislevy, Beaton, Kaplan, & 
Sheehan (1992) and is summarized here. First compute the statis-
tic t for each set of plausible values m. The statistics tm can be any-
thing estimable from the data, such as a mean, the difference 
between means, percentiles, and so forth. Each of these statistics 
will be called tm, where m = 1, 2, …, 5.

Once the statistics are computed, the imputation variance is 
computed as:

where m is the number of plausible values used in the calculation, 
and Var(tm) is the variance of the estimates computed using each 
plausible value.

Wh
g i j, , W0

g i j, , khi⋅=

Varimp 1 1
m----+ 

  Var tm( )=
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11.4 Combining Sampling 
and Imputation 
Variance

When reporting standard errors for proficiency estimates using 
plausible values, it is necessary to combine the sampling and 
imputation components of the error variance for the estimate. 
Under ideal circumstances and with unlimited computing 
resources, the user would compute the imputation variance for 
the plausible values and the JRR sampling variance for each of 
the plausible values. This would be equivalent to computing the 
same statistic up to 380 times (once for each of the five plausible 
values using the overall sampling weights, and then 75 times 
more for each plausible value using the complete set of replicate 
weights). An acceptable shortcut, however, is to compute the JRR 
variance component using one plausible value, and then the 
imputation variance using the five plausible values. Using this 
approach, the same statistic needed to be computed only 80 
times. The error variance component for a statistic was computed 
using the following formula: 

where Varjrr(t1) is the sampling variance for the first plausible 
value. The User Guide for the TIMSS 1999 International Data-
base (Gonzalez & Miles, 2001) contains programs in SAS and 
SPSS that compute each of these variance components for the 
TIMSS 1999 data. 

Exhibits 11.2 through 11.14 show for the TIMSS countries and 
the Benchmarking jurisdictions basic summary statistics for math-
ematics and its five content areas: algebra; data representation, 
analysis and probability; fractions and number sense; geometry; 
and measurement, and for science and its six content areas: 
chemistry; earth science; environment and resource issues; life 
science; physics; and scientific inquiry and the nature of science. 
Each exhibit presents the student sample size, the mean and stan-
dard deviation averaged across the five plausible values, the jack-
knife standard error for the mean, and the overall standard 
errors for the mean including imputation error.

Var tpv( ) Varjrr t1( ) Varimp+=
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Exhibit 11.2 Summary Statistics and Standard Errors for Overall Mathematics Proficiency

  Country Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

a. Average across the five plausible values.

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

b. Includes error due to sampling and imputation.

Australia 4032 525 80 4.7 4.8

Belgium (Flemish) 5259 558 77 3.1 3.3

Bulgaria 3272 511 86 5.8 5.8

Canada 8770 531 73 2.2 2.5

Chile 5907 392 85 4.1 4.4

Chinese Taipei 5772 585 104 3.9 4.0

Cyprus 3116 476 82 1.6 1.8

Czech Republic 3453 520 79 4.1 4.2

England 2960 496 83 4.1 4.1

Finland 2920 520 65 2.6 2.7

Hong Kong, SAR 5179 582 73 4.2 4.3

Hungary 3183 532 85 3.6 3.7

Indonesia 5848 403 101 4.6 4.9

Iran, Islamic Rep. 5301 422 83 3.2 3.4

Israel 4195 466 96 3.9 3.9

Italy 3328 479 87 3.8 3.8

Japan 4745 579 80 1.5 1.7

Jordan 5052 428 103 3.4 3.6

Korea, Rep. of 6114 587 79 1.7 2.0

Latvia (LSS) 2873 505 78 3.3 3.4

Lithuania 2361 482 78 4.0 4.3

Macedonia, Rep. of 4023 447 93 4.2 4.2

Malaysia 5577 519 81 4.3 4.4

Moldova 3711 469 85 3.8 3.9

Morocco 5402 337 91 1.8 2.6

Netherlands 2962 540 73 6.9 7.1

New Zealand 3613 491 89 5.1 5.2

Philippines 6601 345 97 5.5 6.0

Romania 3425 472 93 5.6 5.8

Russian Federation 4332 526 86 5.9 5.9

Singapore 4966 604 79 6.1 6.3

Slovak Republic 3497 534 75 3.9 4.0

Slovenia 3109 530 83 2.7 2.8

South Africa 8146 275 109 5.8 6.8

Thailand 5732 467 85 4.8 5.1

Tunisia 5051 448 64 2.1 2.4

Turkey 7841 429 86 4.0 4.3

United States 9072 502 88 3.9 4.0
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Exhibit 11.2 (continued) Summary Statistics and Standard Errors for Overall Mathematics 

Proficiency

  Participants Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

States

Connecticut 2023 512 85 9.0 9.1

Idaho 1847 495 82 7.1 7.4

Illinois 4781 509 82 6.6 6.7

Indiana 2046 515 76 7.1 7.2

Maryland 3317 495 88 6.2 6.2

Massachusetts 2353 513 82 5.8 5.9

Michigan 2623 517 81 7.4 7.5

Missouri 1979 490 77 5.0 5.3

North Carolina 3089 495 84 6.7 7.0

Oregon 1889 514 83 5.8 6.0

Pennsylvania 3236 507 82 6.1 6.3

South Carolina 2011 502 90 7.3 7.4

Texas 1996 516 90 9.0 9.1

Districts and Consortia

Academy School Dist. #20, CO 1233 528 74 1.3 1.8

Chicago Public Schools, IL 1132 462 76 6.0 6.1

Delaware Science Coalition, DE 1268 479 90 8.9 8.9

First in the World Consort., IL 750 560 77 5.5 5.8

Fremont/Lincoln/WestSide PS, NE 1093 488 89 8.0 8.2

Guilford County, NC 1018 514 85 7.7 7.7

Jersey City Public Schools, NJ 1004 475 87 8.6 8.6

Miami-Dade County PS, FL 1229 421 99 9.4 9.4

Michigan Invitational Group, MI 903 532 73 5.8 5.8

Montgomery County, MD 1155 537 86 3.2 3.5

Naperville Sch. Dist. #203, IL 1212 569 69 2.6 2.8

Project SMART Consortium, OH 1096 521 77 7.4 7.5

Rochester City Sch. Dist., NY 966 444 82 6.1 6.5

SW Math/Sci. Collaborative, PA 1538 517 82 7.5 7.5

a. Average across the five plausible values.
b. Includes error due to sampling and imputation.
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Exhibit 11.3 Summary Statistics and Standard Errors for Geometry Proficiency

  Country Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

a. Average across the five plausible values.

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

b. Includes error due to sampling and imputation.

Australia 4032 497 91 3.5 5.7

Belgium (Flemish) 5259 535 101 3.1 4.1

Bulgaria 3272 524 107 4.8 5.9

Canada 8770 507 89 1.5 4.7

Chile 5907 412 102 3.3 5.4

Chinese Taipei 5772 557 104 3.2 5.8

Cyprus 3116 484 90 2.0 4.6

Czech Republic 3453 513 107 3.8 5.5

England 2960 471 86 3.0 4.2

Finland 2920 494 100 3.3 6.0

Hong Kong, SAR 5179 556 88 3.3 4.9

Hungary 3183 489 108 3.5 4.3

Indonesia 5848 441 103 3.7 5.1

Iran, Islamic Rep. 5301 447 93 2.7 2.9

Israel 4195 462 102 4.1 5.4

Italy 3328 482 96 3.0 5.6

Japan 4745 575 98 2.5 5.1

Jordan 5052 449 101 2.6 7.1

Korea, Rep. of 6114 573 98 2.0 3.9

Latvia (LSS) 2873 522 94 2.5 5.6

Lithuania 2361 496 95 3.7 5.8

Macedonia, Rep. of 4023 460 114 3.5 6.1

Malaysia 5577 497 93 3.7 4.4

Moldova 3711 481 112 3.6 5.0

Morocco 5402 407 113 1.9 2.2

Netherlands 2962 515 92 4.9 5.5

New Zealand 3613 478 86 3.6 4.2

Philippines 6601 383 93 3.0 3.4

Romania 3425 487 111 3.9 6.4

Russian Federation 4332 522 113 4.7 6.0

Singapore 4966 560 93 4.9 6.7

Slovak Republic 3497 527 91 3.5 7.3

Slovenia 3109 506 111 3.1 6.2

South Africa 8146 335 106 3.8 6.6

Thailand 5732 484 90 2.8 4.4

Tunisia 5051 484 83 1.7 4.4

Turkey 7841 428 101 4.3 5.7

United States 9072 473 90 2.3 4.4
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Exhibit 11.3 (continued) Summary Statistics and Standard Errors for Geometry Proficiency

  Participants Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

States
Connecticut 2023 470 97 6.2 7.7

Idaho 1847 465 91 6.0 6.5

Illinois 4781 483 89 4.5 6.8

Indiana 2046 476 92 5.9 7.6

Maryland 3317 466 98 4.3 6.0

Massachusetts 2353 477 90 4.7 6.1

Michigan 2623 486 93 6.2 8.0

Missouri 1979 466 86 3.8 5.6

North Carolina 3089 475 89 5.1 5.6

Oregon 1889 486 92 5.0 6.8

Pennsylvania 3236 473 91 3.6 4.7

South Carolina 2011 476 97 6.5 7.8

Texas 1996 486 89 6.7 7.9

Districts and Consortia
Academy School Dist. #20, CO 1233 499 93 2.2 5.0

Chicago Public Schools, IL 1132 457 92 4.5 6.4

Delaware Science Coalition, DE 1268 457 96 6.0 6.2

First in the World Consort., IL 750 519 99 8.5 8.6

Fremont/Lincoln/WestSide PS, NE 1093 467 92 5.1 5.6

Guilford County, NC 1018 491 95 5.9 7.5

Jersey City Public Schools, NJ 1004 458 94 6.0 7.6

Miami-Dade County PS, FL 1229 423 98 6.5 7.8

Michigan Invitational Group, MI 903 495 94 5.8 8.3

Montgomery County, MD 1155 501 95 3.3 4.5

Naperville Sch. Dist. #203, IL 1212 528 87 3.6 4.2

Project SMART Consortium, OH 1096 477 96 7.3 8.1

Rochester City Sch. Dist., NY 966 433 100 6.1 6.3

SW Math/Sci. Collaborative, PA 1538 482 97 6.4 8.9

a. Average across the five plausible values.
b. Includes error due to sampling and imputation.
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Exhibit 11.4 Summary Statistics and Standard Errors for Data Representation, Analysis 
and Probability Proficiency

  Country Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

a. Average across the five plausible values.

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

b. Includes error due to sampling and imputation.

Australia 4032 522 97 4.5 6.3

Belgium (Flemish) 5259 544 103 3.7 3.8

Bulgaria 3272 493 112 5.3 6.1

Canada 8770 521 93 2.5 4.5

Chile 5907 429 90 3.0 3.8

Chinese Taipei 5772 559 108 3.2 5.1

Cyprus 3116 472 94 1.5 4.6

Czech Republic 3453 513 107 3.8 5.9

England 2960 506 94 4.3 8.0

Finland 2920 525 105 2.9 3.8

Hong Kong, SAR 5179 547 89 3.7 5.4

Hungary 3183 520 118 3.9 5.9

Indonesia 5848 423 93 3.1 4.4

Iran, Islamic Rep. 5301 430 89 2.9 6.0

Israel 4195 468 102 3.9 5.1

Italy 3328 484 101 3.8 4.5

Japan 4745 555 89 2.0 2.3

Jordan 5052 436 98 2.5 7.8

Korea, Rep. of 6114 576 98 1.7 4.2

Latvia (LSS) 2873 495 104 3.2 4.8

Lithuania 2361 493 88 3.2 3.6

Macedonia, Rep. of 4023 442 111 3.7 6.2

Malaysia 5577 491 86 3.2 4.0

Moldova 3711 450 104 3.1 5.7

Morocco 5402 383 101 1.8 3.5

Netherlands 2962 538 98 7.1 7.9

New Zealand 3613 497 97 4.5 5.0

Philippines 6601 406 82 2.5 3.5

Romania 3425 453 110 3.8 4.7

Russian Federation 4332 501 110 4.5 4.8

Singapore 4966 562 94 5.6 6.2

Slovak Republic 3497 521 101 4.0 4.6

Slovenia 3109 530 114 2.8 4.2

South Africa 8146 356 94 3.3 3.8

Thailand 5732 476 91 3.6 4.0

Tunisia 5051 446 79 1.6 5.1

Turkey 7841 446 87 2.9 3.3

United States 9072 506 102 3.7 5.2
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Exhibit 11.4 (continued) Summary Statistics and Standard Errors for Data Representation, Analysis 

and Probability Proficiency

  Participants Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

States
Connecticut 2023 516 105 8.2 9.9

Idaho 1847 501 102 6.1 7.2

Illinois 4781 510 98 6.3 7.1

Indiana 2046 518 95 5.5 6.3

Maryland 3317 504 99 5.5 6.4

Massachusetts 2353 521 102 6.0 6.3

Michigan 2623 517 101 6.7 6.8

Missouri 1979 500 96 4.4 5.0

North Carolina 3089 502 101 5.4 5.8

Oregon 1889 516 97 6.2 7.0

Pennsylvania 3236 510 99 7.2 8.6

South Carolina 2011 507 105 6.3 7.5

Texas 1996 527 111 9.5 10.2

Districts and Consortia
Academy School Dist. #20, CO 1233 527 98 2.4 4.1

Chicago Public Schools, IL 1132 472 93 6.9 7.2

Delaware Science Coalition, DE 1268 493 107 9.3 9.7

First in the World Consort., IL 750 558 96 5.2 7.3

Fremont/Lincoln/WestSide PS, NE 1093 496 106 8.9 10.8

Guilford County, NC 1018 520 105 8.3 10.1

Jersey City Public Schools, NJ 1004 488 109 8.5 9.6

Miami-Dade County PS, FL 1229 445 105 8.0 9.0

Michigan Invitational Group, MI 903 538 104 6.5 6.9

Montgomery County, MD 1155 541 110 4.1 4.8

Naperville Sch. Dist. #203, IL 1212 559 90 2.7 4.9

Project SMART Consortium, OH 1096 534 97 7.7 8.6

Rochester City Sch. Dist., NY 966 465 96 4.9 6.2

SW Math/Sci. Collaborative, PA 1538 518 99 5.9 6.5

a. Average across the five plausible values.
b. Includes error due to sampling and imputation.
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Exhibit 11.5 Summary Statistics and Standard Errors for Measurement Proficiency

  Country Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

a. Average across the five plausible values.

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

b. Includes error due to sampling and imputation.

Australia 4032 529 84 3.8 4.9

Belgium (Flemish) 5259 549 77 2.9 4.0

Bulgaria 3272 497 96 5.4 6.6

Canada 8770 521 80 2.0 2.4

Chile 5907 412 92 3.3 4.9

Chinese Taipei 5772 566 96 3.1 3.4

Cyprus 3116 471 93 2.2 4.0

Czech Republic 3453 535 83 3.3 5.0

England 2960 507 84 3.7 3.8

Finland 2920 521 74 2.6 4.7

Hong Kong, SAR 5179 567 79 4.0 5.8

Hungary 3183 538 84 2.6 3.5

Indonesia 5848 395 117 4.4 5.1

Iran, Islamic Rep. 5301 401 100 3.5 4.7

Israel 4195 457 97 3.9 5.1

Italy 3328 501 89 3.4 5.0

Japan 4745 558 75 1.7 2.4

Jordan 5052 438 106 3.2 4.4

Korea, Rep. of 6114 571 79 1.9 2.8

Latvia (LSS) 2873 505 89 3.1 3.5

Lithuania 2361 467 81 3.1 4.0

Macedonia, Rep. of 4023 451 101 3.4 5.2

Malaysia 5577 514 86 4.1 4.6

Moldova 3711 479 97 3.5 4.9

Morocco 5402 348 115 2.2 3.5

Netherlands 2962 538 73 5.4 5.8

New Zealand 3613 496 86 4.4 5.3

Philippines 6601 355 104 4.2 6.2

Romania 3425 491 99 4.4 4.9

Russian Federation 4332 527 94 5.5 6.0

Singapore 4966 599 87 5.6 6.3

Slovak Republic 3497 537 77 3.0 3.3

Slovenia 3109 523 94 2.7 3.7

South Africa 8146 329 108 3.7 4.8

Thailand 5732 463 92 4.4 6.2

Tunisia 5051 442 81 2.3 3.1

Turkey 7841 436 93 4.5 6.5

United States 9072 482 92 3.5 3.9
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Exhibit 11.5 (continued) Summary Statistics and Standard Errors for Measurement Proficiency

  Participants Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

States
Connecticut 2023 493 89 8.0 8.3

Idaho 1847 482 87 6.9 8.1

Illinois 4781 491 86 6.1 6.3

Indiana 2046 489 88 6.3 6.8

Maryland 3317 482 89 5.5 5.9

Massachusetts 2353 491 89 6.0 7.0

Michigan 2623 494 85 6.7 7.4

Missouri 1979 474 86 5.5 6.3

North Carolina 3089 472 94 7.0 7.5

Oregon 1889 500 90 6.0 6.3

Pennsylvania 3236 489 88 5.7 6.0

South Carolina 2011 475 95 6.7 7.1

Texas 1996 489 99 9.1 9.1

Districts and Consortia
Academy School Dist. #20, CO 1233 507 85 2.3 3.5

Chicago Public Schools, IL 1132 439 90 7.7 8.1

Delaware Science Coalition, DE 1268 459 98 8.4 8.7

First in the World Consort., IL 750 535 90 5.0 5.8

Fremont/Lincoln/WestSide PS, NE 1093 474 98 8.3 8.7

Guilford County, NC 1018 487 93 6.5 7.1

Jersey City Public Schools, NJ 1004 450 105 8.9 9.1

Miami-Dade County PS, FL 1229 407 104 7.4 8.9

Michigan Invitational Group, MI 903 516 89 5.1 5.8

Montgomery County, MD 1155 516 92 3.7 4.3

Naperville Sch. Dist. #203, IL 1212 549 80 3.0 3.4

Project SMART Consortium, OH 1096 498 91 7.5 7.8

Rochester City Sch. Dist., NY 966 417 98 5.2 6.2

SW Math/Sci. Collaborative, PA 1538 495 90 6.7 7.0

a. Average across the five plausible values.
b. Includes error due to sampling and imputation.
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Exhibit 11.6 Summary Statistics and Standard Errors for Algebra Proficiency

  Country Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

a. Average across the five plausible values.

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

b. Includes error due to sampling and imputation.

Australia 4032 520 81 4.1 5.1

Belgium (Flemish) 5259 540 86 3.2 4.6

Bulgaria 3272 512 88 4.8 5.1

Canada 8770 525 73 1.7 2.4

Chile 5907 399 96 3.9 4.3

Chinese Taipei 5772 586 114 4.3 4.4

Cyprus 3116 479 80 1.5 1.6

Czech Republic 3453 514 87 3.8 4.0

England 2960 498 77 3.3 4.9

Finland 2920 498 73 2.3 3.1

Hong Kong, SAR 5179 569 78 3.6 4.5

Hungary 3183 536 94 3.4 4.1

Indonesia 5848 424 104 3.9 5.7

Iran, Islamic Rep. 5301 434 88 2.8 4.9

Israel 4195 479 97 4.1 4.5

Italy 3328 481 84 3.3 3.6

Japan 4745 569 82 1.5 3.3

Jordan 5052 439 108 3.6 5.3

Korea, Rep. of 6114 585 90 1.9 2.7

Latvia (LSS) 2873 499 83 3.0 4.3

Lithuania 2361 487 74 3.4 3.7

Macedonia, Rep. of 4023 465 100 3.8 4.0

Malaysia 5577 505 81 3.8 4.8

Moldova 3711 477 91 3.2 3.7

Morocco 5402 353 111 2.2 4.7

Netherlands 2962 522 77 6.9 7.7

New Zealand 3613 497 81 4.3 4.7

Philippines 6601 345 119 5.2 5.8

Romania 3425 481 99 5.0 5.2

Russian Federation 4332 529 95 4.8 4.9

Singapore 4966 576 81 5.9 6.2

Slovak Republic 3497 525 76 3.6 4.6

Slovenia 3109 525 85 2.7 2.9

South Africa 8146 293 125 6.1 7.7

Thailand 5732 456 91 4.2 4.9

Tunisia 5051 455 74 1.9 2.7

Turkey 7841 432 98 4.3 4.6

United States 9072 506 90 3.4 4.1



Estimation of Sampling and Imputation Variance for TIMSS 1999 Benchmarking

223
Exhibit 11.6 (continued) Summary Statistics and Standard Errors for Algebra Proficiency

  Participants Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

States
Connecticut 2023 513 84 8.0 8.2

Idaho 1847 500 83 6.5 7.3

Illinois 4781 513 84 5.5 5.7

Indiana 2046 515 78 6.4 6.5

Maryland 3317 499 89 5.6 6.4

Massachusetts 2353 521 84 5.5 5.6

Michigan 2623 520 82 5.9 6.0

Missouri 1979 494 81 4.6 4.9

North Carolina 3089 510 80 5.4 6.1

Oregon 1889 515 87 5.7 6.2

Pennsylvania 3236 511 86 5.6 6.1

South Carolina 2011 511 92 5.6 6.2

Texas 1996 514 89 7.9 8.5

Districts and Consortia
Academy School Dist. #20, CO 1233 532 79 1.8 3.3

Chicago Public Schools, IL 1132 474 80 6.0 6.5

Delaware Science Coalition, DE 1268 497 90 8.1 8.3

First in the World Consort., IL 750 561 79 5.3 5.8

Fremont/Lincoln/WestSide PS, NE 1093 495 87 6.5 6.9

Guilford County, NC 1018 524 82 6.3 6.5

Jersey City Public Schools, NJ 1004 496 86 7.2 7.4

Miami-Dade County PS, FL 1229 452 97 6.2 7.3

Michigan Invitational Group, MI 903 533 79 6.6 7.1

Montgomery County, MD 1155 540 93 3.4 4.7

Naperville Sch. Dist. #203, IL 1212 563 77 2.8 4.0

Project SMART Consortium, OH 1096 521 79 6.8 7.6

Rochester City Sch. Dist., NY 966 466 87 6.3 7.1

SW Math/Sci. Collaborative, PA 1538 519 83 7.6 8.5

a. Average across the five plausible values.
b. Includes error due to sampling and imputation.
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Exhibit 11.7 Summary Statistics and Standard Errors for Fractions and Number 
Sense Proficiency

  Country Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

a. Average across the five plausible values.

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

b. Includes error due to sampling and imputation.

Australia 4032 519 78 4.1 4.3

Belgium (Flemish) 5259 557 74 2.8 3.1

Bulgaria 3272 503 97 6.3 6.6

Canada 8770 533 74 1.9 2.5

Chile 5907 403 88 3.6 4.9

Chinese Taipei 5772 576 101 3.8 4.2

Cyprus 3116 481 82 2.0 3.0

Czech Republic 3453 507 90 4.0 4.8

England 2960 497 82 3.7 3.8

Finland 2920 531 75 3.1 3.8

Hong Kong, SAR 5179 579 75 4.0 4.5

Hungary 3183 526 95 3.8 4.2

Indonesia 5848 406 99 3.9 4.1

Iran, Islamic Rep. 5301 437 82 2.8 4.5

Israel 4195 472 93 4.0 4.4

Italy 3328 471 88 3.6 5.0

Japan 4745 570 84 1.6 2.6

Jordan 5052 432 101 2.9 3.2

Korea, Rep. of 6114 570 78 1.9 2.7

Latvia (LSS) 2873 496 89 3.6 3.7

Lithuania 2361 479 84 4.0 4.3

Macedonia, Rep. of 4023 437 100 4.1 4.7

Malaysia 5577 532 83 4.2 4.7

Moldova 3711 465 92 3.7 4.2

Morocco 5402 335 113 1.8 3.6

Netherlands 2962 545 79 6.7 7.1

New Zealand 3613 493 88 4.5 5.0

Philippines 6601 378 97 4.7 6.3

Romania 3425 458 100 5.3 5.7

Russian Federation 4332 513 98 6.1 6.4

Singapore 4966 608 82 5.4 5.6

Slovak Republic 3497 525 81 4.6 4.8

Slovenia 3109 527 90 3.1 3.7

South Africa 8146 300 115 5.2 6.0

Thailand 5732 471 90 4.4 5.3

Tunisia 5051 443 79 2.2 2.8

Turkey 7841 430 88 3.6 4.3

United States 9072 509 88 3.8 4.2
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Exhibit 11.7 (continued) Summary Statistics and Standard Errors for Fractions and Number 

Sense Proficiency

  Participants Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

States
Connecticut 2023 522 84 7.5 7.9

Idaho 1847 505 81 6.6 6.9

Illinois 4781 516 83 6.2 6.2

Indiana 2046 526 79 7.4 7.6

Maryland 3317 501 87 5.8 5.9

Massachusetts 2353 521 85 5.9 5.9

Michigan 2623 525 80 6.9 7.2

Missouri 1979 497 78 4.2 4.8

North Carolina 3089 497 86 6.9 7.0

Oregon 1889 521 78 5.9 6.2

Pennsylvania 3236 517 80 5.3 5.3

South Carolina 2011 509 88 6.4 7.0

Texas 1996 527 87 8.6 8.9

Districts and Consortia
Academy School Dist. #20, CO 1233 534 70 1.4 2.8

Chicago Public Schools, IL 1132 474 79 5.9 6.1

Delaware Science Coalition, DE 1268 487 91 7.9 8.3

First in the World Consort., IL 750 561 77 4.6 4.9

Fremont/Lincoln/WestSide PS, NE 1093 498 89 6.3 6.4

Guilford County, NC 1018 513 87 7.0 7.3

Jersey City Public Schools, NJ 1004 483 84 6.8 7.3

Miami-Dade County PS, FL 1229 434 96 8.1 9.0

Michigan Invitational Group, MI 903 535 71 4.4 5.1

Montgomery County, MD 1155 540 83 3.0 5.1

Naperville Sch. Dist. #203, IL 1212 569 69 2.8 3.9

Project SMART Consortium, OH 1096 527 79 7.6 7.9

Rochester City Sch. Dist., NY 966 458 83 5.6 5.7

SW Math/Sci. Collaborative, PA 1538 524 80 6.4 6.6

a. Average across the five plausible values.
b. Includes error due to sampling and imputation.
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Exhibit 11.8 Summary Statistics and Standard Errors for Science Proficiency

  Country Sample 
Size

Mean of 5 
Plausible 

Values
S.D.a

a. Standard deviation of the five plausible values

Error
Due to 

Sampling
S.E.b

b. Standard error due to imputation

Australia 4032 540 87 4.3 4.4

Belgium (Flemish) 5259 535 69 2.6 3.1

Bulgaria 3272 518 93 5.3 5.4

Canada 8770 533 78 1.8 2.1

Chile 5907 420 88 3.7 3.7

Chinese Taipei 5772 569 89 3.6 4.4

Cyprus 3116 460 84 1.8 2.4

Czech Republic 3453 539 80 3.7 4.2

England 2960 538 91 4.3 4.8

Finland 2920 535 78 3.0 3.5

Hong Kong, SAR 5179 530 70 3.5 3.7

Hungary 3183 552 84 3.4 3.7

Indonesia 5848 435 84 4.1 4.5

Iran, Islamic Rep. 5301 448 84 3.7 3.8

Israel 4195 468 105 4.4 4.9

Italy 3328 493 87 3.5 3.9

Japan 4745 550 76 1.9 2.2

Jordan 5052 450 103 3.4 3.8

Korea, Rep. of 6114 549 85 1.9 2.6

Latvia (LSS) 2873 503 78 3.1 4.8

Lithuania 2361 488 83 3.8 4.1

Macedonia, Rep. of 4023 458 97 4.3 5.2

Malaysia 5577 492 82 4.2 4.4

Moldova 3711 459 95 3.9 4.0

Morocco 5402 323 102 2.9 4.3

Netherlands 2962 545 77 6.7 6.9

New Zealand 3613 510 93 4.6 4.9

Philippines 6601 345 121 7.2 7.5

Romania 3425 472 97 5.0 5.8

Russian Federation 4332 529 93 6.1 6.4

Singapore 4966 568 97 8.0 8.0

Slovak Republic 3497 535 78 3.0 3.3

Slovenia 3109 533 84 2.9 3.2

South Africa 8146 243 132 7.4 7.8

Thailand 5732 482 73 3.9 4.0

Tunisia 5051 430 67 2.0 3.4

Turkey 7841 433 80 3.5 4.3

United States 9072 515 97 4.4 4.6
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Exhibit 11.8 (continued) Summary Statistics and Standard Errors for Science Proficiency

  Participants Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

States
Connecticut 2023 529 91 10.4 10.4

Idaho 1847 526 85 6.5 6.6

Illinois 4781 521 89 6.4 6.5

Indiana 2046 534 86 6.7 7.0

Maryland 3317 506 95 7.2 7.7

Massachusetts 2353 533 89 7.1 7.4

Michigan 2623 544 94 8.4 8.6

Missouri 1979 523 89 6.1 6.5

North Carolina 3089 508 90 6.2 6.5

Oregon 1889 536 91 5.7 6.1

Pennsylvania 3236 529 87 6.3 6.5

South Carolina 2011 511 95 6.7 6.7

Texas 1996 509 104 10.4 10.4

Districts and Consortia
Academy School Dist. #20, CO 1233 559 77 1.7 2.1

Chicago Public Schools, IL 1132 449 90 9.4 9.5

Delaware Science Coalition, DE 1268 500 94 8.3 8.4

First in the World Consort., IL 750 565 78 4.0 5.3

Fremont/Lincoln/WestSide PS, NE 1093 511 91 4.8 5.8

Guilford County, NC 1018 534 93 7.0 7.1

Jersey City Public Schools, NJ 1004 440 96 9.6 9.8

Miami-Dade County PS, FL 1229 426 106 10.9 10.9

Michigan Invitational Group, MI 903 563 82 5.7 6.2

Montgomery County, MD 1155 531 92 3.5 4.3

Naperville Sch. Dist. #203, IL 1212 584 76 3.6 4.1

Project SMART Consortium, OH 1096 539 86 8.3 8.4

Rochester City Sch. Dist., NY 966 452 89 7.2 7.4

SW Math/Sci. Collaborative, PA 1538 543 85 7.3 7.4

a. Average across the five plausible values.
b. Includes error due to sampling and imputation.
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Exhibit 11.9 Summary Statistics and Standard Errors for Life Science Proficiency 

  Country Sample 
Size

Mean of 5 
Plausible 

Values
S.D.a

a. Standard deviation of the five plausible values

Error
Due to 

Sampling
S.E.b

b. Standard error due to imputation

Australia 4032 530 96 4.0 4.4

Belgium (Flemish) 5259 535 89 2.8 4.6

Bulgaria 3272 514 107 5.4 6.9

Canada 8770 523 87 2.1 3.8

Chile 5907 431 88 3.0 3.7

Chinese Taipei 5772 550 96 2.8 3.3

Cyprus 3116 468 94 2.1 3.8

Czech Republic 3453 544 99 3.7 4.1

England 2960 533 97 4.3 6.2

Finland 2920 520 94 2.5 4.0

Hong Kong, SAR 5179 516 84 3.1 5.5

Hungary 3183 535 99 3.3 4.0

Indonesia 5848 448 85 3.1 3.6

Iran, Islamic Rep. 5301 437 92 2.7 3.7

Israel 4195 463 103 3.8 4.0

Italy 3328 488 94 3.3 4.6

Japan 4745 534 90 2.1 5.4

Jordan 5052 448 103 3.3 4.1

Korea, Rep. of 6114 528 93 2.0 3.6

Latvia (LSS) 2873 509 90 3.1 3.9

Lithuania 2361 494 87 3.5 4.6

Macedonia, Rep. of 4023 468 113 4.0 4.9

Malaysia 5577 479 94 4.1 5.4

Moldova 3711 477 109 3.7 3.9

Morocco 5402 347 108 1.9 2.8

Netherlands 2962 536 94 6.0 7.2

New Zealand 3613 501 98 4.5 5.6

Philippines 6601 378 110 5.6 5.7

Romania 3425 475 109 4.7 6.0

Russian Federation 4332 517 114 5.7 6.5

Singapore 4966 541 102 7.1 7.2

Slovak Republic 3497 535 93 3.6 6.2

Slovenia 3109 521 103 2.8 3.9

South Africa 8146 289 123 6.2 7.3

Thailand 5732 508 77 2.7 4.5

Tunisia 5051 441 76 1.7 5.0

Turkey 7841 444 85 3.7 4.5

United States 9072 520 104 3.7 4.1
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Exhibit 11.9 (continued) Summary Statistics and Standard Errors for Life Science Proficiency

  Participants Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

States
Connecticut 2023 533 96 9.5 9.6

Idaho 1847 531 98 5.7 5.7

Illinois 4781 525 94 6.1 6.8

Indiana 2046 539 95 6.6 8.4

Maryland 3317 510 99 6.1 6.8

Massachusetts 2353 531 97 5.7 6.4

Michigan 2623 541 100 7.6 7.6

Missouri 1979 525 96 5.4 6.1

North Carolina 3089 513 95 5.0 5.7

Oregon 1889 541 100 4.6 5.6

Pennsylvania 3236 530 97 6.9 7.6

South Carolina 2011 518 99 5.6 5.7

Texas 1996 513 108 9.3 9.4

Districts and Consortia
Academy School Dist. #20, CO 1233 559 93 2.2 4.6

Chicago Public Schools, IL 1132 471 95 9.9 10.8

Delaware Science Coalition, DE 1268 507 101 6.9 7.5

First in the World Consort., IL 750 567 89 4.2 4.5

Fremont/Lincoln/WestSide PS, NE 1093 524 96 5.4 5.7

Guilford County, NC 1018 532 97 6.7 7.6

Jersey City Public Schools, NJ 1004 457 100 8.1 8.6

Miami-Dade County PS, FL 1229 445 109 11.6 12.7

Michigan Invitational Group, MI 903 558 92 5.5 7.5

Montgomery County, MD 1155 530 103 4.1 5.0

Naperville Sch. Dist. #203, IL 1212 573 92 3.1 3.4

Project SMART Consortium, OH 1096 540 95 7.7 8.3

Rochester City Sch. Dist., NY 966 476 100 7.9 8.7

SW Math/Sci. Collaborative, PA 1538 544 98 8.5 8.6

a. Average across the five plausible values.
b. Includes error due to sampling and imputation.
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Exhibit 11.10 Summary Statistics and Standard Errors for Earth Science Proficiency

  Country Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

a. Average across the five plausible values.

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

b. Includes error due to sampling and imputation.

Australia 4032 519 96 3.9 6.1

Belgium (Flemish) 5259 533 92 2.8 3.5

Bulgaria 3272 520 115 5.4 5.7

Canada 8770 519 92 1.7 3.7

Chile 5907 435 93 3.0 7.0

Chinese Taipei 5772 538 89 2.0 3.0

Cyprus 3116 459 87 1.8 5.4

Czech Republic 3453 533 113 4.7 6.9

England 2960 525 88 3.6 3.9

Finland 2920 520 101 3.0 5.5

Hong Kong, SAR 5179 506 82 2.5 4.3

Hungary 3183 560 119 3.8 3.9

Indonesia 5848 431 99 3.7 6.4

Iran, Islamic Rep. 5301 459 96 2.8 5.2

Israel 4195 472 108 4.4 5.2

Italy 3328 502 103 3.6 5.9

Japan 4745 533 91 2.2 6.2

Jordan 5052 446 92 2.4 3.5

Korea, Rep. of 6114 532 98 2.1 2.7

Latvia (LSS) 2873 495 114 3.8 5.4

Lithuania 2361 476 91 3.2 4.4

Macedonia, Rep. of 4023 464 116 3.9 4.2

Malaysia 5577 491 90 3.4 4.2

Moldova 3711 466 117 3.0 4.2

Morocco 5402 363 112 2.0 3.3

Netherlands 2962 534 94 6.0 7.2

New Zealand 3613 504 90 3.7 5.8

Philippines 6601 390 103 4.9 5.0

Romania 3425 475 128 4.5 5.5

Russian Federation 4332 529 124 4.5 5.1

Singapore 4966 521 91 5.4 7.3

Slovak Republic 3497 537 99 4.0 4.3

Slovenia 3109 541 111 3.6 4.3

South Africa 8146 348 102 3.6 4.8

Thailand 5732 470 95 3.4 3.9

Tunisia 5051 442 89 1.6 2.7

Turkey 7841 435 90 3.6 4.6

United States 9072 504 98 3.4 4.2
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Exhibit 11.10 (continued) Summary Statistics and Standard Errors for Earth Science Proficiency

 

  Participants Sample 
Size

Mean 
Proficiency

 

a

 

Standard 
Deviation

 

a

 

Jackknife 
Sampling 

Error 

Overall 
Standard 

Error

 

b

 

States

 

Connecticut 2023 508 93 6.1 6.5

Idaho 1847 513 96 5.5 6.6

Illinois 4781 505 95 5.1 7.2

Indiana 2046 515 92 5.8 6.3

Maryland 3317 495 94 4.7 6.1

Massachusetts 2353 516 95 6.6 7.6

Michigan 2623 526 101 7.3 7.9

Missouri 1979 511 98 4.4 5.8

North Carolina 3089 500 92 5.2 7.0

Oregon 1889 528 97 4.8 6.7

Pennsylvania 3236 515 92 5.8 6.6

South Carolina 2011 514 99 6.2 6.5

Texas 1996 503 99 8.0 9.4

 

Districts and Consortia

 

Academy School Dist. #20, CO 1233 535 91 2.4 3.9

Chicago Public Schools, IL 1132 456 86 2.7 4.1

Delaware Science Coalition, DE 1268 500 94 7.0 7.2

First in the World Consort., IL 750 539 94 3.6 3.8

Fremont/Lincoln/WestSide PS, NE 1093 497 91 4.0 4.6

Guilford County, NC 1018 519 95 6.3 8.0

Jersey City Public Schools, NJ 1004 447 85 6.1 9.3

Miami-Dade County PS, FL 1229 446 94 8.1 9.0

Michigan Invitational Group, MI 903 546 94 4.4 6.5

Montgomery County, MD 1155 518 96 3.6 5.9

Naperville Sch. Dist. #203, IL 1212 554 96 4.3 5.6

Project SMART Consortium, OH 1096 531 102 7.1 7.8

Rochester City Sch. Dist., NY 966 461 91 4.7 5.1

SW Math/Sci. Collaborative, PA 1538 528 98 6.3 6.6

 

a. Average across the five plausible values.
b. Includes error due to sampling and imputation.
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Exhibit 11.11 Summary Statistics and Standard Errors for Physics Proficiency

  Country Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

a. Average across the five plausible values.

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

b. Includes error due to sampling and imputation.

Australia 4032 531 90 3.6 6.3

Belgium (Flemish) 5259 530 82 2.0 3.5

Bulgaria 3272 505 109 4.8 5.8

Canada 8770 521 85 2.3 3.8

Chile 5907 428 93 2.6 5.6

Chinese Taipei 5772 552 96 3.0 3.9

Cyprus 3116 459 95 2.0 2.9

Czech Republic 3453 526 99 3.6 4.2

England 2960 528 86 3.7 4.5

Finland 2920 520 103 2.6 4.4

Hong Kong, SAR 5179 523 88 3.4 4.9

Hungary 3183 543 102 3.0 4.3

Indonesia 5848 452 94 3.2 5.5

Iran, Islamic Rep. 5301 445 105 4.0 5.7

Israel 4195 484 102 3.9 5.3

Italy 3328 480 93 3.5 4.1

Japan 4745 544 83 1.7 2.9

Jordan 5052 459 108 3.1 3.6

Korea, Rep. of 6114 544 92 2.3 5.1

Latvia (LSS) 2873 495 95 3.1 3.9

Lithuania 2361 510 85 3.5 4.3

Macedonia, Rep. of 4023 463 107 3.8 6.0

Malaysia 5577 494 89 3.2 4.1

Moldova 3711 457 112 3.9 5.5

Morocco 5402 352 120 2.2 4.2

Netherlands 2962 537 91 6.5 6.5

New Zealand 3613 499 93 3.7 4.7

Philippines 6601 393 107 5.1 6.3

Romania 3425 465 110 4.4 6.8

Russian Federation 4332 529 115 5.9 6.3

Singapore 4966 570 96 6.4 6.7

Slovak Republic 3497 518 91 3.5 4.1

Slovenia 3109 525 102 3.4 4.4

South Africa 8146 308 122 5.9 6.7

Thailand 5732 475 90 4.0 4.2

Tunisia 5051 425 87 2.2 6.3

Turkey 7841 441 93 3.9 4.0

United States 9072 498 97 3.7 5.5
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Exhibit 11.11 (continued) Summary Statistics and Standard Errors for Physics Proficiency

 

  Participants Sample 
Size

Mean 
Proficiency

 

a

 

Standard 
Deviation

 

a

 

Jackknife 
Sampling 

Error 

Overall 
Standard 

Error

 

b

 

States

 

Connecticut 2023 508 93 7.6 8.0

Idaho 1847 507 90 5.7 7.3

Illinois 4781 506 94 5.5 6.4

Indiana 2046 509 90 5.5 6.4

Maryland 3317 487 96 6.2 7.3

Massachusetts 2353 510 90 5.0 5.8

Michigan 2623 524 97 6.7 6.8

Missouri 1979 506 90 4.4 5.6

North Carolina 3089 487 92 5.5 6.7

Oregon 1889 513 96 5.6 6.9

Pennsylvania 3236 503 94 5.2 6.5

South Carolina 2011 488 95 5.6 6.8

Texas 1996 492 97 7.6 7.9

 

Districts and Consortia

 

Academy School Dist. #20, CO 1233 533 86 2.6 5.8

Chicago Public Schools, IL 1132 453 94 7.2 7.6

Delaware Science Coalition, DE 1268 484 92 6.6 7.5

First in the World Consort., IL 750 538 90 4.8 5.7

Fremont/Lincoln/WestSide PS, NE 1093 490 99 4.8 5.2

Guilford County, NC 1018 510 94 6.4 7.5

Jersey City Public Schools, NJ 1004 451 98 8.0 8.2

Miami-Dade County PS, FL 1229 440 102 8.6 9.5

Michigan Invitational Group, MI 903 536 96 5.6 7.1

Montgomery County, MD 1155 514 93 3.3 4.0

Naperville Sch. Dist. #203, IL 1212 557 91 3.8 4.5

Project SMART Consortium, OH 1096 516 90 6.8 7.0

Rochester City Sch. Dist., NY 966 452 93 5.4 6.5

SW Math/Sci. Collaborative, PA 1538 516 90 6.0 7.2

 

a. Average across the five plausible values.
b. Includes error due to sampling and imputation.
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Exhibit 11.12 Summary Statistics and Standard Errors for Chemistry Proficiency

  Country Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

a. Average across the five plausible values.

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

b. Includes error due to sampling and imputation.

Australia 4032 520 101 4.2 5.0

Belgium (Flemish) 5259 508 92 2.4 3.3

Bulgaria 3272 527 115 4.5 5.7

Canada 8770 521 94 2.0 5.4

Chile 5907 435 97 3.2 5.2

Chinese Taipei 5772 563 105 3.0 4.3

Cyprus 3116 470 91 1.7 3.4

Czech Republic 3453 512 108 3.5 5.2

England 2960 524 95 3.8 5.5

Finland 2920 535 101 3.0 4.5

Hong Kong, SAR 5179 515 87 2.6 5.2

Hungary 3183 548 111 3.1 4.7

Indonesia 5848 425 88 3.5 3.9

Iran, Islamic Rep. 5301 487 92 2.4 4.1

Israel 4195 479 107 3.8 4.7

Italy 3328 493 94 3.2 4.8

Japan 4745 530 87 1.8 3.1

Jordan 5052 483 112 3.0 5.5

Korea, Rep. of 6114 523 102 2.8 3.7

Latvia (LSS) 2873 490 104 2.9 3.7

Lithuania 2361 485 95 3.8 4.6

Macedonia, Rep. of 4023 481 113 3.7 6.1

Malaysia 5577 485 91 2.9 3.5

Moldova 3711 451 117 3.7 5.6

Morocco 5402 372 107 1.7 4.8

Netherlands 2962 515 95 5.2 6.4

New Zealand 3613 503 96 3.8 4.9

Philippines 6601 394 100 4.2 6.5

Romania 3425 481 115 4.1 6.1

Russian Federation 4332 523 120 6.8 8.0

Singapore 4966 545 116 7.9 8.3

Slovak Republic 3497 525 101 3.4 4.9

Slovenia 3109 509 112 2.5 5.4

South Africa 8146 350 105 3.1 4.0

Thailand 5732 439 97 4.0 4.3

Tunisia 5051 439 83 1.7 3.7

Turkey 7841 437 98 3.1 5.0

United States 9072 508 110 4.0 4.8
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Exhibit 11.12 (continued) Summary Statistics and Standard Errors for Chemistry Proficiency

  Participants Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

States
Connecticut 2023 521 107 8.6 9.1

Idaho 1847 518 103 6.5 8.0

Illinois 4781 508 104 6.9 7.1

Indiana 2046 524 100 5.6 7.4

Maryland 3317 498 105 5.1 6.9

Massachusetts 2353 522 108 7.6 7.8

Michigan 2623 537 105 7.1 7.2

Missouri 1979 513 108 6.3 7.1

North Carolina 3089 498 104 6.1 7.8

Oregon 1889 527 100 4.5 7.0

Pennsylvania 3236 516 100 5.9 8.8

South Carolina 2011 502 107 5.9 8.1

Texas 1996 497 119 10.0 10.5

Districts and Consortia
Academy School Dist. #20, CO 1233 551 98 2.7 5.8

Chicago Public Schools, IL 1132 441 115 10.1 10.4

Delaware Science Coalition, DE 1268 495 97 5.9 8.4

First in the World Consort., IL 750 548 108 5.6 6.6

Fremont/Lincoln/WestSide PS, NE 1093 513 107 4.8 6.2

Guilford County, NC 1018 518 114 7.6 8.6

Jersey City Public Schools, NJ 1004 428 113 7.7 8.4

Miami-Dade County PS, FL 1229 436 115 9.7 10.5

Michigan Invitational Group, MI 903 554 106 8.3 9.4

Montgomery County, MD 1155 519 102 3.3 4.2

Naperville Sch. Dist. #203, IL 1212 558 93 3.2 4.5

Project SMART Consortium, OH 1096 534 101 6.5 8.6

Rochester City Sch. Dist., NY 966 453 100 6.3 7.3

SW Math/Sci. Collaborative, PA 1538 537 96 7.1 7.8

a. Average across the five plausible values.
b. Includes error due to sampling and imputation.
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Exhibit 11.13 Summary Statistics and Standard Errors for Scientific Inquiry and the 
Nature of Science Proficiency

  Country Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

a. Average across the five plausible values.

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

b. Includes error due to sampling and imputation.

Australia 4032 535 93 3.5 4.9

Belgium (Flemish) 5259 526 93 2.7 4.9

Bulgaria 3272 479 121 5.4 5.6

Canada 8770 532 86 1.2 5.1

Chile 5907 441 100 3.3 4.7

Chinese Taipei 5772 540 87 3.0 4.9

Cyprus 3116 467 104 2.1 4.6

Czech Republic 3453 522 108 4.8 5.7

England 2960 538 86 3.2 5.1

Finland 2920 528 101 2.6 4.0

Hong Kong, SAR 5179 531 82 2.3 2.8

Hungary 3183 526 103 2.9 5.9

Indonesia 5848 446 99 2.7 4.3

Iran, Islamic Rep. 5301 446 94 2.3 5.3

Israel 4195 476 112 3.8 8.3

Italy 3328 489 96 2.9 4.6

Japan 4745 543 77 1.8 2.8

Jordan 5052 440 109 2.6 5.5

Korea, Rep. of 6114 545 89 2.1 7.3

Latvia (LSS) 2873 495 104 3.2 4.7

Lithuania 2361 483 99 4.0 6.4

Macedonia, Rep. of 4023 464 117 3.2 3.6

Malaysia 5577 488 84 2.5 4.5

Moldova 3711 471 113 3.3 3.8

Morocco 5402 391 134 2.7 4.2

Netherlands 2962 534 98 5.1 6.5

New Zealand 3613 521 95 3.3 6.8

Philippines 6601 403 108 3.7 5.5

Romania 3425 456 118 3.4 5.5

Russian Federation 4332 491 109 3.3 4.9

Singapore 4966 550 85 4.2 5.9

Slovak Republic 3497 507 85 2.7 3.9

Slovenia 3109 513 107 2.9 4.3

South Africa 8146 329 133 4.8 6.4

Thailand 5732 462 99 3.4 4.2

Tunisia 5051 451 95 2.1 3.4

Turkey 7841 445 104 4.0 6.3

United States 9072 522 92 2.6 4.3
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Exhibit 11.13 (continued) Summary Statistics and Standard Errors for Scientific Inquiry and the 

Nature of Science Proficiency

  Participants Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

States
Connecticut 2023 533 97 5.6 7.3

Idaho 1847 513 100 6.1 7.1

Illinois 4781 532 91 6.1 8.3

Indiana 2046 527 97 4.4 5.0

Maryland 3317 524 93 4.8 5.4

Massachusetts 2353 542 89 4.5 4.7

Michigan 2623 538 98 6.3 6.8

Missouri 1979 515 97 3.6 4.1

North Carolina 3089 516 89 4.8 5.1

Oregon 1889 525 96 5.0 6.0

Pennsylvania 3236 531 88 4.3 5.4

South Carolina 2011 521 101 5.2 6.7

Texas 1996 514 98 6.8 7.6

Districts and Consortia
Academy School Dist. #20, CO 1233 541 94 2.4 5.1

Chicago Public Schools, IL 1132 491 117 6.6 8.1

Delaware Science Coalition, DE 1268 501 109 7.1 7.3

First in the World Consort., IL 750 574 108 6.7 8.8

Fremont/Lincoln/WestSide PS, NE 1093 511 109 8.4 8.4

Guilford County, NC 1018 533 98 5.8 6.8

Jersey City Public Schools, NJ 1004 492 116 6.7 9.8

Miami-Dade County PS, FL 1229 462 118 9.0 9.4

Michigan Invitational Group, MI 903 545 99 4.4 5.1

Montgomery County, MD 1155 542 108 3.7 4.4

Naperville Sch. Dist. #203, IL 1212 581 86 2.7 3.8

Project SMART Consortium, OH 1096 527 101 7.0 8.7

Rochester City Sch. Dist., NY 966 476 115 5.1 7.9

SW Math/Sci. Collaborative, PA 1538 541 94 4.7 5.9

a. Average across the five plausible values.
b. Includes error due to sampling and imputation.
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Exhibit 11.14 Summary Statistics and Standard Errors for Environment and Resources 
Issues Proficiency

  Country Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

a. Average across the five plausible values.

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

b. Includes error due to sampling and imputation.

Australia 4032 530 104 3.9 6.3

Belgium (Flemish) 5259 513 98 2.3 3.5

Bulgaria 3272 483 126 5.5 6.4

Canada 8770 521 97 2.5 3.5

Chile 5907 449 97 2.6 4.8

Chinese Taipei 5772 567 101 2.4 4.0

Cyprus 3116 475 92 2.2 4.3

Czech Republic 3453 516 111 3.5 5.7

England 2960 518 108 4.1 5.8

Finland 2920 514 101 2.4 7.1

Hong Kong, SAR 5179 518 91 2.9 4.9

Hungary 3183 501 118 3.6 6.6

Indonesia 5848 489 84 2.2 4.8

Iran, Islamic Rep. 5301 470 86 2.6 5.5

Israel 4195 458 105 3.5 4.0

Italy 3328 491 93 2.5 5.4

Japan 4745 506 89 2.2 5.5

Jordan 5052 476 106 2.7 6.0

Korea, Rep. of 6114 523 96 1.5 4.5

Latvia (LSS) 2873 493 98 3.4 5.2

Lithuania 2361 458 98 3.4 5.1

Macedonia, Rep. of 4023 432 117 3.3 4.2

Malaysia 5577 502 89 3.1 4.4

Moldova 3711 444 127 3.5 6.2

Morocco 5402 396 116 3.1 5.1

Netherlands 2962 526 106 7.1 8.5

New Zealand 3613 503 99 4.4 5.2

Philippines 6601 391 114 5.8 7.6

Romania 3425 473 114 4.4 6.6

Russian Federation 4332 495 118 5.2 6.6

Singapore 4966 577 117 7.9 8.3

Slovak Republic 3497 512 94 2.8 4.5

Slovenia 3109 519 110 3.0 3.4

South Africa 8146 350 118 5.4 8.5

Thailand 5732 507 83 2.2 3.0

Tunisia 5051 462 84 1.7 5.0

Turkey 7841 461 88 2.7 3.6

United States 9072 509 107 3.6 6.4
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Exhibit 11.14 (continued) Summary Statistics and Standard Errors for Environment and Resources 

Issues Proficiency

  Participants Sample 
Size

Mean 
Proficiencya

Standard 
Deviationa

Jackknife 
Sampling 

Error 

Overall 
Standard 

Errorb

States
Connecticut 2023 515 106 7.1 7.5

Idaho 1847 522 102 6.0 7.1

Illinois 4781 513 103 4.9 6.8

Indiana 2046 527 107 6.6 7.1

Maryland 3317 505 107 5.8 6.4

Massachusetts 2353 522 102 5.7 8.1

Michigan 2623 529 105 6.0 7.5

Missouri 1979 514 105 6.1 7.2

North Carolina 3089 505 104 5.6 7.2

Oregon 1889 520 103 4.6 6.5

Pennsylvania 3236 522 105 6.7 8.3

South Carolina 2011 505 108 5.1 9.1

Texas 1996 502 114 9.1 9.6

Districts and Consortia
Academy School Dist. #20, CO 1233 540 100 2.6 5.7

Chicago Public Schools, IL 1132 442 115 8.5 9.8

Delaware Science Coalition, DE 1268 494 119 6.8 7.3

First in the World Consort., IL 750 549 103 3.5 5.9

Fremont/Lincoln/WestSide PS, NE 1093 508 106 4.7 5.2

Guilford County, NC 1018 531 117 6.5 9.3

Jersey City Public Schools, NJ 1004 451 124 8.6 10.1

Miami-Dade County PS, FL 1229 426 123 11.3 11.9

Michigan Invitational Group, MI 903 550 122 5.7 8.0

Montgomery County, MD 1155 517 110 4.3 6.4

Naperville Sch. Dist. #203, IL 1212 566 102 2.6 6.9

Project SMART Consortium, OH 1096 525 114 7.3 7.8

Rochester City Sch. Dist., NY 966 438 118 7.5 9.6

SW Math/Sci. Collaborative, PA 1538 528 100 5.5 6.8

a. Average across the five plausible values.
b. Includes error due to sampling and imputation.
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12 Item Analysis and Review for TIMSS 1999 
Benchmarking1

Ina V.S. Mullis
Michael O. Martin

12.1 Overview In order to assess the psychometric properties of the TIMSS 
1999 achievement items before proceeding with Item Response 
Theory (IRT) scaling,2 TIMSS computed a series of diagnostic 
statistics for each item in each country. As part of the TIMSS 
quality assurance process, these statistics were carefully checked 
for any evidence of peculiar item behavior. If an item was excep-
tionally easy or difficult for a particular country, or had unusually 
low discriminating power, this sometimes suggested a translation 
or printing problem. For the few such items found, the test book-
lets were examined for flaws, and where necessary the national 
research coordinator was consulted. Any item that was discovered 
to have a flaw in a particular country was removed from the data-
base for that country. 

To ensure that TIMSS 1999 Benchmarking study met the same 
exacting standards as TIMSS 1999, all items were subjected to the 
same review process at the state and district level. This chapter 
describes the TIMSS 1999 item analysis and review carried out for 
the Benchmarking study.

12.2 Statistics for Item 
Analysis

The basic statistics for the item review were calculated at the 
IEA Data Processing Center and summarized in graphical form 
for review at the International Study Center. Item statistics were 
computed for each of the 38 TIMSS countries as well as for the 
13 states and 14 districts or consortia. Where countries tested in 
more than one languages, statistics were computed separately 
for each language group. For each item, the basic item-analysis 
display presents the number of students that responded in each 
Benchmarking entity, the difficulty level (i.e., the percentage of 
students that answered the item correctly), and the discrimina-
tion index (i.e., the point-biserial correlation between success 

1. This chapter is based on Mullis & Martin (2000) from the international technical report 
for TIMSS 1999 (Martin, Gregory, & Stemler, 2000).

2. The TIMSS IRT scaling is described in chapter 13 of this volume.
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on the item and total score).3 For multiple-choice items (see 
Exhibits 12.1 and 12.2 for examples), the display presents the 
percentage of students that chose each option, including the 
percentage that omitted or did not reach the item, and the 
point-biserial correlation between each option and the total 
score. For free-response items (which could have more than 
one score level – see Exhibits 12.3 and 12.4 for examples), the 
display presents the difficulty and discrimination of each 
score level. As a prelude to the main IRT scaling, it shows 
some statistics from a preliminary Rasch analysis, including 
the Rasch item difficulty for each item and the standard error 
of this estimate. 

The item-analysis display presents the difficulty level of each item 
separately for male and female students. As a guide to the overall 
statistical properties of the item, it also shows the international 
item difficulty (i.e., the mean of the item difficulties across coun-
tries) and the international item discrimination (i.e., the mean 
of the item discriminations).

3. For the purpose of computing the discrimination index, the total score was the per-
centage of items a student answered correctly.
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Exhibit 12.1 Item Statistics for a Multiple-Choice Item - TIMSS 1999 Countries
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Exhibit 12.2 Item Statistics for a Multiple-Choice Item - TIMSS 1999 Benchmarking Jurisdictions 
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Exhibit 12.3 Item Statistics for a Free-Response Item - TIMSS 1999 Countries
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Exhibit 12.4 Item Statistics for a Free-Response Item - TIMSS 1999 Benchmarking Jurisdictions
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Exhibits 12.1 through 12.4 contain the statistics described below.

N: This is the number of students to whom the item was adminis-
tered. If an item was not reached by a student it was considered to 
be not administered for the purpose of the item analysis.4

Diff: The item difficulty is the percentage of students that pro-
vided a fully correct response to the item. In the case of free-
response items worth more than one point this was the percent-
age of students achieving the maximum score on the item. When 
computing this statistic, items that were not reached were treated 
as not administered.

Disc: The item discrimination is the correlation between a cor-
rect answer to the item and the total score on all of the items in 
the subject area in the test booklet.5 This correlation should be 
moderately positive for items with good measurement properties.

PCT_A, PCT_B, PCT_C, PCT_D and PCT_E: Used for multiple-
choice items only (Exhibits 12.1 and 12.2), these represent the 
percentage of students choosing each response option for the 
item. Not reached items were excluded from the denominator 
for these calculations.

PCT_0, PCT_1, PCT_2 and PCT_3: Used for open-ended items 
only (Exhibits 12.3 and 12.4), these are the percentages of stu-
dents scoring at each score level for the item. Not reached items 
were excluded from the denominator for these calculations.

PCT_IN: Used for multiple-choice items only, this is the percent-
age of students that provided an invalid response to a multiple-
choice item. Invalid responses were generally the result of choos-
ing more than one response option.

PCT_OM: This is the percentage of students that did not provide 
a response to the item even though the item was administered 
and they had reached it. Not reached items were excluded from 
the denominator when calculating this statistic.

4. In TIMSS, for the purposes of item analysis and item parameter estimation in scaling, 
items not reached by a student were treated as if they had not been administered. For 
purposes of estimating student proficiency, however, not reached items were treated 
as incorrectly answered. 

5. For free-response items, the discrimination is the correlation between the number of 
score points and total score.
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PCT_NR: This is the percentage of student that did not reach 
the item. An item was coded as not reached when there was no 
evidence of a response to any of the items following it in the 
booklet and the response to the item preceding it was omitted.

PB_A, PB_B, PB_C, PB_D and PB_E: Used for multiple-choice 
items only, these present the correlation between choosing each of 
the response options A, B, C, D, or E and the score on the test book-
let. Items with good psychometric properties have zero or negative 
correlations for the distracter options (i.e., the incorrect options) 
and moderately positive correlations for the correct answer.

PB_0, PB_1, PB_2 and PB_3: Used for free-response items only, 
these present the correlation between the score levels on the item 
(zero, one, two, or three) and the score on the test booklet. For 
items with good measurement properties the correlation coeffi-
cients should change from negative to positive as the score on the 
item increases.

PB_OM: This is the correlation between a binary variable—
indicating an omitted response to the item—and the score on 
the test booklet. This correlation should be negative or near zero.

PB_IN: Used for multiple-choice items only, this presents the cor-
relation between an invalid response to the item (usually caused 
by selecting more than one response option) and the score on 
the test booklet. This correlation also should be negative or 
near zero.

RDIFF: This is an estimate of the difficulty item based on a 
Rasch one-parameter IRT model. The difficulty of the item is 
expressed in the logit metric (with a positive logit indicating a 
difficult item) and was scaled so that the average Rasch item 
difficulty was zero within each country. 

Reliability—Cases: It was expected that the free-response items in 
approximately one-quarter of the test booklets would be scored 
by two independent scorers. This column indicates the number 
of times each item was double-scored in a country. 

Reliability—Score: This column contains the percentage of times 
the two independent scorers agreed on the score level for the item. 
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Reliability—Code: This column contains the percentage of times 
the two scorers agreed on the two-digit code (i.e., score and diag-
nostic code) for the item. 

As an aid to reviewers, the item-analysis display includes a series 
of “flags” signaling the presence of one or more conditions that 
might indicate a problem with an item. The following conditions 
are flagged:

• Item difficulty exceeds 95% in the sample as a whole

• Item difficulty is less than 25% for 4-option multiple-choice 
items in the sample as a whole (20% for 5-option items)

• Item difficulty exceeds 95% or is less than 25% (20% for 5-
option items) 

• One or more of the distracter percentages is less than 5%

• One or more of the distracter percentages is greater than the 
percentage for the correct answer

• Point-biserial correlation for one or more of the distracters 
exceeds zero

• Item discrimination is less than 0.2

• Item discrimination does not increase with each score level 
(for an item with more than one score level) 

• Rasch goodness-of-fit index is less than 0.88 or greater than 1.12

• Difficulty levels on the item differ significantly for males 
and females

• Differences in item difficulty levels between males and females 
diverge significantly from the average difference between males 
and females across all the items making up the total score

Although not all of these conditions necessarily indicate a 
problem, the flags are a useful way to draw attention to poten-
tial sources of concern. The IEA Data Processing Center also 
produced information about the inter-rater agreement for the 
free-response items.

12.2.1 Item-by-Country Interaction 

Although there is room for variation across items, in general 
countries with high average performance on the achievement 
tests as a whole should perform relatively well on each of the 
items, and low-scoring countries should do less well. When this 
does not occur (i.e., when a high-scoring group has low perfor-
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mance on an item on which other groups are doing well) there is 
said to be an item-by-group interaction. Since large item-by-group 
interactions can indicate an item that is flawed in some way, the 
item review also included this aspect of item performance. Item-
by-country interactions for the U.S. were assessed using the 
TIMSS 1999 national sample.

Exhibit 12.5 Example Item-by-Country Interaction Display 
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To help examine item-by-group interactions, the International 
Study Center produced a graphical display for each item showing 
the average probability across all groups of a correct response for a 
student of average international proficiency, compared with the 
probability of a correct response by a student of average proficiency 
in each group (see Exhibit 12.5 for an example). The probability 
for each group is presented as a 95% confidence interval, which 
includes a built-in Bonferroni correction for multiple comparisons. 

The limits for the confidence interval are computed as follows:

 

where RDIFFik is the Rasch difficulty of item k within group i; 
SERDIFFik is the standard error of the difficulty of item k in group i; 
and Zbis the critical value from the Z distribution, corrected for 
multiple comparisons using the Bonferroni procedure.

12.3 Item Checking 
Procedures

Before the IRT scaling of the TIMSS 1999 achievement data by 
Educational Testing Service, the International Study Center thor-
oughly reviewed the item statistics for all participating countries 
to ensure that items were performing comparably across coun-
tries. Although only a small number of items were found to be 
inappropriate for international comparisons, throughout the 
series of item-checking steps a number of reasons were discov-
ered for differences in items across countries. Most of these were 
inadvertent changes in the items during printing, such as omit-
ting an item option or misprinting the graphics associated with 
an item. Differences attributable to translation problems, how-
ever, were found for an item or two in several countries.

When the item statistics indicated a problem with an item, the 
documentation from the translation verification6 was used as 
an aid in checking the test booklets and contacting national 
research coordinators. If a problem could be detected by the 

UpperLimit 1 e
RDIFFik SERDIFFik

Zb×+

1 e
RDIFFik SERDIFFik

Zb×+
+

------------------------------------------------------------–

 
 
 
 

=

LowerLimit 1 e
RDIFFik SERDIFFik

Z×–
b

1 e
RDIFFik SERDIFFik

Z×–
b+

-----------------------------------------------------------–
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6. See chapter 5 for a description of the translation and verification of the TIMSS data-
collection instruments.
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International Study Center (such as a negative point-biserial for 
a correct answer or too few options for the multiple-choice 
questions), the item was deleted from the international scaling. 
If there was a question about translation or cultural issues, how-
ever, the national research coordinator was consulted before 
deciding how the item should be treated. Appendix D of the 
TIMSS 1999 Technical Report (Martin, Gregory, & Stemler, 
2000) provides a list of deleted items as well as a list of recodes 
made to free-response items. No items were deleted for the 
United States, nor for any of the states and districts involved in 
the Benchmarking study.7

12.4 Summary Considering that the checking involved more than 300 items for 
38 countries (almost 12,000 item-country combinations), very 
few deviations from the international format were found. No 
items were found to be problematic specifically for the states and 
districts involved in TIMSS 1999 Benchmarking.

7. Note, however, that a single mathematics item, M02, was discovered to have an incor-
rectly drawn figure in the international version. This item was subsequently deleted 
from all countries, including the United States and the Benchmarking jurisdictions.
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13.1 Overview The TIMSS achievement test design made use of matrix sampling 
techniques to divide the assessment item pool so that each sam-
pled student responded to just a portion of the items, thereby 
achieving wide coverage of the mathematics and science subject 
areas while keeping the response burden on individual students 
to a minimum.1 TIMSS relied on a sophisticated form of psycho-
metric scaling known as item response theory (IRT) scaling to 
combine the student responses in a way that provided accurate 
estimates of achievement. The TIMSS IRT scaling used multiple 
imputations or “plausible values” to obtain proficiency scores in 
mathematics and science and their content areas for all students, 
even though each student responded to only a part of the assess-
ment item pool.

The TIMSS 1999 Benchmarking study used the same scaling and 
imputation methodology as the TIMSS 1999 International compo-
nent. This chapter summarizes that methodology; further details 
can be found in the TIMSS 1999 Technical Report (see Yamamoto 
& Kulick, 2000).

13.2 TIMSS 1999 
Benchmarking
Scaling Methodology

Three distinct scaling models, depending on item type and scoring 
procedure, were used in analyzing the Benchmarking assessment 
data. Each is a latent variable model that describes the probability of 
a specific response to an item in terms of the respondent’s profi-
ciency, which is an unobserved or latent trait, and various charac-
teristics (or parameters) of the item. A three-parameter model was 
used with multiple-choice items, which were scored as correct or 
incorrect, and a two-parameter model for free-response items 
with just two response options, scored as correct or incorrect. 

1.  The TIMSS 1999 achievement test design is described in chapter 2. 
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Since each of these item types has just two response categories, 
they are known as dichotomous items. A partial-credit model was 
used with polytomous free-response items (i.e., those with more 
than two score points).

13.2.1 Three- and Two-Parameter IRT Models for 
Dichotomous Items 

The fundamental equation of the three-parameter logistic (3PL) 
model gives the probability that a person whose proficiency is 
characterized by the unobservable variable θ on a scale k will 
respond correctly to item i:

(1)

where

xi is the response to item i, 1 if correct and 0 if incorrect;

θk is the proficiency of a person on a scale k;

ai is the slope parameter of item i, characterizing its discriminat-
ing power;

bi is its location parameter, characterizing its difficulty;

ci is its lower asymptote parameter, reflecting the chances of 
respondents of very low proficiency selecting the correct answer.

The probability of an incorrect response to the item is defined as

(2) .

The two-parameter logistic (2PL) model was used for the short 
free-response items that were scored as correct or incorrect. The 
form of the 2PL model is the same as Equations (1) and (2) with 
the ci parameter fixed at zero.

In scaling the Benchmarking data, the three- and two-parameter 
models were used in preference to the one-parameter Rasch 
model, primarily because they can more accurately account for 
the differences among items in their ability to discriminate 
between students of high and low ability. With the Rasch model, 
all items are assumed to have the same discriminating power, 
while the 2PL and 3PL models provide an extra item parameter 
to account for differences among items, and the 3PL model has a 
parameter that can be used to model guessing behavior among 
low-ability students.

Pi1 xi 1 θk ai bi ci, , ,=( ) ci

1 ci–( )

1.0 1.7ai– θk bi–( )( )exp+
------------------------------------------------------------------+=

Pi0 P xi 0 θk ai bi ci, , ,=( )≡ 1 Pi1 θk( )–=
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Modeling item response functions as accurately as possible by 
using 2PL and 3PL models also reduces errors due to model mis-
specification. The error is apparent when the model cannot 
exactly reproduce or predict the data using the estimated param-
eters. The difference between the observed data and those gener-
ated by the model is directly proportional to the degree of model 
mis-specification. Current psychometric convention does not 
allow model mis-specification errors to be represented in the pro-
ficiency scores. Instead, once item response parameters are esti-
mated, they are treated as given and model mis-specification is 
ignored. For that reason it is generally preferable to use models 
that characterize the item response function as well as possible.

13.2.2 The IRT Model for Polytomous Items 

Free-response items requiring an extended response were scored 
for partial credit, with zero, one, and two as the possible score lev-
els. These polytomous items were scaled using a generalized par-
tial credit model (Muraki, 1992). The fundamental equation of 
this model gives the probability that a person with proficiency θk 
on scale k will have, for the ith item, a response xi that is scored in 
the lth of mi ordered score categories:

(3)

where
mi is the number of response categories for item i;

xi is the response to item i, possibilities ranging between 0 
and mi-1;

θk is the proficiency of a person on scale k;

ai is the slope parameter of item i, characterizing its discrimina-
tion power;

bi is the location parameter of item i, characterizing its difficulty;

di,l is the category l threshold parameter.

Indeterminacy of model parameters of the polytomous model are 
resolved by setting di,0=0 and setting

(4)  

P xi l θk ai bi di 1, … di mi 1–,,,,,,=( )

1.7
v 0=

l

∑ ai θk bi di v,+–( )exp

1.7
v 0=

g
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g 0=
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∑
------------------------------------------------------------------------------------- Pil θk( )= =
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13.3 Item Parameter 
Estimation 

For all of the IRT models, there is a linear indeterminacy between 
the values of item parameters and proficiency parameters; that is, 
mathematically equivalent but different values of item parameters 
can be estimated on an arbitrarily linearly transformed proficiency 
scale. This linear indeterminacy can be resolved by setting the ori-
gin and unit size of the proficiency scale to arbitrary constants, 
such as mean of 500 with standard deviation of 100. 

IRT modeling relies on a number of assumptions, the most 
important being conditional independence. Under this assump-
tion, item response probabilities depend only on θκ (a measure of 
proficiency) and the specified parameters of the item, and are 
unaffected by the demographic characteristics or unique experi-
ences of the respondents, the data collection conditions, or the 
other items presented in the test. The joint probability of a partic-
ular response pattern x across a set of n items is then given by: 

(5)

where Pil(θk) is of the form appropriate to the type of item 
(dichotomous or polytomous), mi is equal to 2 for the dichoto-
mously scored items, and uil is an indicator variable defined by

(6)

Replacing the hypothetical response pattern with the real scored 
data, the above function can be viewed as a likelihood function to 
be maximized by a given set of item parameters. In TIMSS 1999 
Benchmarking analyses, estimates of both dichotomous and poly-
tomous item parameters were obtained by the NAEP BILOG/
PARSCALE program, which combines Mislevy and Bock’s (1982) 
BILOG and Muraki and Bock’s (1991) PARSCALE computer pro-
grams. The item parameters in each scale were estimated inde-
pendently of the parameters of other scales. Once items were 
calibrated in this manner, a likelihood function for the profi-
ciency θk was induced from student responses to the calibrated 
items. This likelihood function for the proficiency θk is called the 
posterior distribution of the θs for each respondent.

P x θk item parameters,( ) Pil θk( )
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13.3.1 Evaluating Fit of IRT Models to the Data

The fit of the IRT models to the TIMSS 1999 data was examined 
within each scale by comparing the empirical item response 
functions with the theoretical item response function curves 
(see Exhibits 13.1 and 13.2). The theoretical curves are plots of 
the response functions generated by the model using values of 
the item parameters estimated from the data. The empirical 
results are calculated from the posterior distributions of the θs 
for each respondent who received the item. For dichotomous 
items the plotted values are the sums of these individual posteri-
ors at each point on the proficiency scale for those students that 
responded correctly plus a fraction of the omitted responses, 
divided by the sum of the posteriors of all that were adminis-
tered the item. For polytomous items, the sums for those who 
scored in the category of interest is divided by the sum for all 
those that were administered the item.

Exhibit 13.1 TIMSS 1999 Grade 8 Science Assessment Example Item Response 
Function—Dichotomous Item
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Exhibit 13.2 TIMSS 1999 Grade 8 Science Assessment Example Item Response 
Function—Polytomous Item

Exhibit 13.1 shows a plot of the empirical and theoretical item 
response functions for a dichotomous item. The horizontal axis 
represents the proficiency scale, and the vertical axis represents 
the probability of a correct response. The solid curve is the theo-
retical curve based on the estimated item parameters. The cen-
ters of the small circles represent the empirical proportions 
correct. The size of the circles is proportional to the sum of the 
posteriors at each point on the proficiency scale for all of those 
who received the item; this is related to the number of respon-
dents contributing to the estimation of that empirical proportion 
correct. Exhibit 13.2 shows a plot of the empirical and theoretical 
item response functions for a polytomous item. Again, the hori-
zontal axis represents the proficiency scale, but the vertical axis 
represents the probability of having a response fall in a given 
score category. The interpretation of the small circles is the same 
as in Exhibit 13.1. For items where the model fits the data well, 
the empirical and theoretical curves are close together.

13.4 Scaling 
Mathematics and 
Science Domains 
and Content Areas

In order to estimate student proficiency scores for the subject 
domains of mathematics and science, all items in each subject 
domain were calibrated together. This approach was chosen 
because it produced the best summary of student proficiency 
across the whole domain for each subject. Treating the entire 
mathematics or science item pool as a single domain maximizes 
the number of items per respondent, and the greatest amount of 
information possible is used to describe the proficiency distribu-
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tion. This was found to be a more reliable way to compare profi-
ciency across countries than to make a scale for each content area, 
such as algebra, geometry, etc., and then form a composite mea-
sure of mathematics by combining the content area scales. 

A disadvantage of this approach is that differences in content 
scales may be underemphasized as they tend to regress toward 
the aggregated scale. Therefore, to enable comparisons of stu-
dent proficiency on content scales, TIMSS provided separate 
scale scores of each content area in mathematics and science. If 
each content area is treated separately when estimating item 
parameters, differential profiles of content area proficiency can 
be examined, both across countries and across subpopulations 
within a country.

13.4.1 Omitted and Not-Reached Responses.

Apart from data that by design were not administered to a stu-
dent, missing data could also occur when a student did not 
answer an item, whether because the student did not know the 
answer, omitted it by mistake, or did not have time to attempt the 
item. In TIMSS 1999, not reached items were treated differently 
in estimating item parameters and in generating student profi-
ciency scores. In estimating the values of the item parameters, 
items that were considered as not having been reached by stu-
dents were treated as if they had not been administered. This 
approach was optimal for parameter estimation. However, since 
the time allotment for the TIMSS 1999 tests was generous, and 
enough for even marginally able respondents to complete the 
items, not reached items were considered to have incorrect 
responses when student proficiency scores were generated. 

13.4.2 Proficiency Estimation Using Plausible Values

Most cognitive skills testing is concerned with accurately assessing 
the performance of individual respondents for the purposes of 
diagnosis, selection, or placement. Regardless of the measurement 
model used, classical test theory or item response theory, the accu-
racy of these measurements can be improved - that is, the amount 
of measurement error can be reduced - by increasing the number 
of items given to the individual. Thus, it is common to see achieve-
ment tests designed to provide information on individual students 
that contain more than 70 items. Since the uncertainty associated 
with each θ in such tests is negligible, the distribution of θ or the 
joint distribution of θ with other variables can be approximated 
using individual θs. 
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For the distribution of proficiencies in large populations, more 
efficient estimates can be obtained from a matrix-sampling 
design like that used in TIMSS 1999. This design solicits relatively 
few responses from each sampled respondent while maintaining 
a wide range of content representation when responses are aggre-
gated across all respondents. With this approach, however, the 
advantage of estimating population characteristics more effi-
ciently is offset by the inability to make precise statements about 
individuals. The uncertainty associated with individual θ esti-
mates becomes too large to be ignored. In this situation, aggrega-
tions of individual student scores can lead to seriously biased 
estimates of population characteristics (Wingersky, Kaplan, & 
Beaton, 1987).

Plausible-values methodology was developed as a way to address 
this issue by using all available data to estimate directly the char-
acteristics of student populations and subpopulations, and then 
generating imputed scores or plausible-values from these distri-
butions that can be used in analyses with standard statistical soft-
ware. A detailed review of plausible values methodology is given 
in Mislevy (1991).2

The following is a brief overview of the plausible-values approach. 
Let  represent the responses of all sampled students to back-
ground questions or background data of sampled students col-
lected from other sources, and let  represent the proficiency of 
interest. If  were known for all sampled students, it would be 
possible to compute a statistic  - such as a sample mean or 
sample percentile point - to estimate a corresponding population 
quantity T.

Because of the latent nature of the proficiency, however,  values 
are not known even for sampled respondents. The solution to 
this problem is to follow Rubin (1987) by considering  as “miss-
ing data” and approximate  by its expectation given , 
the data that actually were observed, as follows:

(7) .

2. Along with theoretical justifications, Mislevy presents comparisons with standard pro-
cedures, discusses biases that arise in some secondary analyses, and offers 
numerical examples.
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It is possible to approximate t* using random draws from the con-
ditional distribution of the scale proficiencies given the student’s 
item responses xj, the student’s background variables yj, and 
model parameters for the sampled student j. These values are 
referred to as imputations in the sampling literature, and as plau-
sible values in large-scale surveys such as NAEP, NALS, and 
IALLS.3 The value of θ for any respondent that would enter into 
the computation of t is thus replaced by a randomly selected 
value from his or her conditional distribution. Rubin (1987) pro-
posed repeating this process several times so that the uncertainty 
associated with imputation can be quantified by “multiple impu-
tation.” For example, the average of multiple estimates of t, each 
computed from a different set of plausible values, is a numerical 
approximation of t* of the above equation; the variance among 
them reflects uncertainty due to not observing . It should be 
noted that this variance does not include the variability of 
sampling from the population.

Plausible values are not test scores for individuals in the usual 
sense, but rather are imputed values that may be used to estimate 
population characteristics correctly. When the underlying condi-
tioning model is correctly specified, plausible values will provide 
consistent estimates of population proficiency, even though they 
are not generally unbiased estimates of the proficiencies of the 
individuals with whom they are associated.4

Plausible values for each respondent j are drawn from the condi-
tional distribution , where Γ is a matrix of regres-
sion coefficients for the background variables, and Σ is a common 
variance matrix for residuals. Using standard rules of probability, 
the conditional probability of proficiency can be represented as

(8)

where  is a vector of scale values,  is the product over the 
scales of the independent likelihoods induced by responses to 
items within each scale, and  is the multivariate joint 
density of proficiencies of the scales, conditional on the observed 

3. U.S. National Assessment of Educational Progress (NAEP), U.S. National Adult Literacy 
Survey (NALS), the International Adult Literacy and Life Skills Survey (IALLS).

4. For further discussion, see Mislevy, Beaton, Kaplan, & Sheehan (1992).
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value  of background responses and parameters Γ and Σ. Item 
parameter estimates are fixed and regarded as population values 
in the computations described in this section.

13.4.3 Conditioning

A multivariate normal distribution was assumed for , 
with a common variance Σ, and with a mean given by a linear 
model with regression parameters Γ. Since in large-scale studies 
like TIMSS there are many hundreds of background variables, it 
is customary to conduct a principal components analysis to 
reduce the number to be used in Γ. Typically, components repre-
senting 90% of the variance in the data are selected. These prin-
cipal components are referred to as the conditioning variables 
and denoted as . The following model is then fit to the data:

(9)

where ε is normally distributed with mean zero and variance Σ. As 
in a regression analysis Γ is a matrix each of whose columns are 
the effects for each scale and Σ is the matrix of residual variance 
between scales.

In order to be strictly correct for all functions Γ of , it is neces-
sary that  be correctly specified for all background variables 
in the survey. In Benchmarking, however, principal-component 
scores based on nearly all background variables were used. Those 
selected variables were chosen to reflect high relevance to policy 
and to education practices. The computation of marginal means 
and percentile points of  for these variables is nearly optimal. 
Estimates of functions Γ involving background variables not con-
ditioned in this manner are subject to estimation error due to 
mis-specification. The nature of these errors is discussed in detail 
in Mislevy (1991). 

The basic method for estimating Γ and Σ with the Expectation 
and Maximization (EM) procedure is described in Mislevy (1985) 
for a single scale case. The EM algorithm requires the computa-
tion of the mean, , and variance Σ, of the posterior distribution 
in equation (7). For the multiple content area scales of TIMSS 
1999, the computer program CGROUP (Thomas, 1993) was 
used. The program implemented a method to compute the 
moments using higher-order asymptotic corrections to a normal 
approximation. Case weights were employed in this step.
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13.4.4 Generating Proficiency Scores

After completing the EM algorithm, the plausible values are 
drawn in a three-step process from the joint distribution of the 
values of Γ for all sampled. First, a value of Γ is drawn from a nor-
mal approximation to  that fixes Σ at the value  
(Thomas, 1993). Second, conditional on the generated value of Γ 
(and the fixed value of Σ= ), the mean, , and variance, Σj

p, of 
the posterior distribution in equation (2) are computed using 
the methods applied in the EM algorithm. In the third step, the 
proficiency values are drawn independently from a multivariate 
normal distribution with mean  and variance Σj

p. These three 
steps are repeated five times, producing five imputations of  for 
each sampled respondent.

For respondents with an insufficient number of responses, the Γ 
and Σ described in the previous paragraph were fixed. Hence, all 
respondents — regardless of the number of items attempted — 
were assigned a set of plausible values for the various scales.

The plausible values could then be employed to evaluate equation 
(7) for an arbitrary function T as follows:

1. Using the first vector of plausible values for each respondent, 
evaluate T as if the plausible values were the true values of θ. 
Denote the result T1.

2. As in step 1 above, evaluate the sampling variance of T, or 
Var(T1), with respect to respondents’ first vectors of plausible 
values. Denote the result Var1.

3. Carry out steps 1 and 2 for the second through fifth vectors of 
plausible values, thus obtaining Tu and Varu for u=2, . . ., M, 
where M is the number of imputed values.

4. The best estimate of T obtainable from the plausible values is 
the average of the five values obtained from the different sets 
of plausible values:

(10)
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5. An estimate of the variance of T is the sum of two compo-
nents: an estimate of Var(Tu) obtained as in step 4 and the 
variance among the Tus:

(11)

The first component in Var(T) reflects uncertainty due to sam-
pling respondents from the population; the second reflects 
uncertainty due to the fact that sampled respondents’ θs are not 
known precisely, but only indirectly through x and y.

13.4.5 Working with Plausible Values

Plausible-values methodology was used in TIMSS 1999 to increase 
the accuracy of estimates of the proficiency distributions for various 
subpopulations and for the TIMSS 1999 population as a whole. This 
method correctly retains the uncertainty associated with proficiency 
estimates for individual respondents by using multiple imputed 
proficiency values rather than assuming that this type of uncertainty 
is zero — a more common practice. Yet, retaining this component of 
uncertainty requires that additional analytic procedures be used to 
estimate respondents’ proficiencies, as follows.

If  values were observed for sampled respondents, the statistic 
(t-T)/U1/2 would follow a t-distribution with d degrees of freedom. 
Then the incomplete-data statistic (t*-T)/(Var(t*))1/2 is approxi-
mately t-distributed, with degrees of freedom (Johnson & Rust, 
1993) given by

(12)

where d is the degrees of freedom, and f is the proportion of 
total variance due to not observing  values:

(13) .

Here BM is the variance among M imputed values and VM is the 
final estimate of the variance of T. When B is small relative to U*, 
the reference distribution for incomplete-data statistics differs 
little from the reference distribution for the corresponding 
complete-data statistics. If, in addition, d is large, the normal 
approximation can be used instead of the t-distribution.
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For k-dimensional t, such as the k coefficients in a multiple regres-
sion analysis, each U and U* is a covariance matrix, and B is an 
average of squares and cross-products rather than simply an aver-
age of squares. In this case, the quantity (T-t*)V-1 (T-t*)’ is approxi-
mately F distributed with degrees of freedom equal to k and ν, 
with ν defined as above but with a matrix generalization of fM 

(14) .

A chi-square distribution with k degrees of freedom can be used 
in place of f for the same reason that the normal distribution can 
approximate the t distribution.

Statistics t*, the estimates of ability conditional on responses to 
cognitive items and student background variables, are consistent 
estimates of the corresponding population values T, as long as 
background variables are included in the conditioning variables. 
The consequences of violating this restriction are described by 
Beaton and Johnson (1990), Mislevy (1991), and Mislevy and 
Sheehan (1987). To avoid such biases, the TIMSS 1999 analyses 
included nearly all student background variables.

13.5 Implementing the 
TIMSS Benchmarking 
Scaling Procedures

This section provides a synopsis of the IRT scaling and plausible-
value methodology applied to the TIMSS 1999 data. Three major 
tasks were completed, as follows.

13.5.1 Rescaling of the TIMSS 1995 Data 

TIMSS 1995 also made use of IRT scaling with plausible values 
(Adams, Wu, and Macaskill, 1997). The scaling model, however, 
relied on the one-parameter Rasch model rather than the more 
general two- and three-parameter models used in TIMSS 1999. 
Since a major goal of TIMSS 1999 was to measure trends by com-
paring results from both data collections, it was important that 
both sets of data be on the same scale. Accordingly it was decided 
as a first step to rescale the 1995 data using the scaling models 
from 1999.

The rescaling of the TIMSS 1995 data was conducted according 
to the method described in the TIMSS 1999 Technical Report 
(Yamamoto & Kulick, 2000). The scale was set so the distribu-
tion of eighth-grade proficiency scores in 1995 had a mean of 
500 and a standard deviation of 100 for both the mathematics 
and science scales (Gonzalez, 1997). Setting the scale metric in 

f
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this way produces slightly different means and standard devia-
tions than in the original TIMSS 1995 results. Comparison of 
the original and rescaled 1995 proficiency scores is not appro-
priate because of this difference in the scale metric.

13.5.2 Scaling the 1999 Data and Linking to the 1995 Data 

Since the achievement item pools used in 1995 and 1999 had 
about one-third of the items in common, the scaling of the 1999 
data was designed to place both data sets on a common IRT 
scale. Although the common items administered in 1995 and 
1999 formed the basis of the linkage, all of the items used in 
each data collection were included in the scaling since this 
increases the information for proficiency estimation and 
reduces measurement error. 

The linking of the 1995 and 1999 scales was done at the mathe-
matics and science domain levels only, since there were not 
enough common items to enable reliable linking within each 
content area. 

13.5.3 Creating IRT Scales for Mathematics and Science Content 
Areas for 1995 and 1999 Data

IRT scales were also developed for each of the content areas in 
mathematics and science for both 1995 and 1999. Because there 
were few items common to the two assessments, and because of 
some differences in their composition, the two scales were not 
linked, but rather each was established independently.

For TIMSS 1999, the international mean for mathematics was 487 
and the international mean for science was 488. The international 
mean for each content area was set to be equal to the subject area 
international mean.

13.5.4 Proficiency Scores for Benchmarking Students

Benchmarking plausible values for each student were generated 
using item statistics obtained from the international study. Conse-
quently, the benchmarking plausible values are directly compara-
ble to those obtained in the international study. For each student, 
five plausible values were produced for each of the five mathemat-
ics content areas (fractions and number sense; measurement; data 
representation, analysis, and probability; geometry; and algebra), 
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as well as for mathematics overall. Similarly, plausible values were 
generated for each student in each of the six science content areas 
(earth science; life science; physics; chemistry; scientific inquiry; 
and the nature of science) and science overall.

13.6 Summary IRT was used to model the TIMSS achievement data. TIMSS 
used two- and three-parameter IRT models, and plausible-value 
technology to reanalyze the 1995 achievement data and analyze 
the 1999 achievement data. Plausible-value methodology was 
used to generate proficiency estimates for each subject and 
each content area.
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14 Describing TIMSS 1999 International 
Benchmarks of Student Achievement1

Kelvin D. Gregory
Ina V. S. Mullis

14.1 Overview To help policymakers, educators, and the public better under-
stand student performance on the mathematics and science 
achievement scales, TIMSS used scale anchoring to summarize 
and describe student achievement at each of the international 
benchmarks – top 10%, upper quarter, median, and lower quar-
ter.2 This means that several points along a scale are selected as 
anchor points, and the items that students scoring at each 
anchor point can answer correctly (with a specified probability) 
are identified and grouped together. Subject-matter experts 
review the items that “anchor” at each point and delineate the 
content knowledge and conceptual understandings each item 
represents. The item descriptions are then summarized to yield 
a portrait, illustrated by example items, of what students scor-
ing at the anchor points are likely to know and be able to do. 

The theoretical underpinnings of scale anchoring and decisions 
related to the application of scale anchoring to the TIMSS data 
can be found in Kelly (1999). This chapter is derived from chap-
ter three of Kelly’s work and describes how the TIMSS 1999 Inter-
national Benchmarks were developed. These benchmarks are 
used in TIMSS 1999 Benchmarking Reports.

Scale anchoring is a two-part process. First, the achievement data 
for each TIMSS scale were analyzed to identify items that students 
scoring at each anchor point answered correctly.

The scale-anchoring process for TIMSS 1999 capitalized on the 
TIMSS 1995 procedures implemented at the fourth and eighth 
grades. The TIMSS 1995 scale-anchoring results for mathematics 
are presented in Kelly, Mullis, & Martin (2000); those for science 
are presented in Smith, Martin, Mullis, & Kelly (2000).

1. This chapter was mainly reproduced from Gregory & Mullis (2000) in the international 
technical report for TIMSS 1999 (Martin, Gregory, & Stemler, 2000).

2. The international benchmarks - top 10%, upper quarter, median, and lower quarter - 
correspond to the 90th, 75th, 50th, and 25th percentiles, respectively, of the international 
distribution of student achievement in mathematics and science. The international 
benchmarks should not be confused with the TIMSS Benchmarking study, in which 
states and school districts compared or “benchmarked” their school systems against 
high-performing countries around the world.
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14.2 Scale Anchoring 
Data Analysis

In conducting the data analysis for the scale anchoring, TIMSS 
used a five-step procedure that involved:

• Selecting anchor points and forming groups of examinees at 
each anchor point

• Calculating the proportion of students at each anchor point 
answering the items correctly

• Determining the anchor items for the lowest anchor point for 
each subject

• Determining the anchor items for the remaining anchor points

14.2.1 Anchor Points

An important feature of the scale-anchoring method is that it 
yields descriptions of the knowledge and skills of students reach-
ing certain performance levels on a scale, and that these descrip-
tions reflect demonstrably different accomplishments from point 
to point. The process entails the delineation of sets of items that 
students at each anchor point are very likely to answer correctly 
and that discriminate between performance levels. Criteria are 
applied to identify the items that are answered correctly by most 
of the students at an anchor point, and by fewer students at the 
next lower point. 

TIMSS 1999, like TIMSS 1995, based the scale-anchoring descrip-
tions on the international benchmarks, the 25th, 50th, 75th and 90th 
percentiles. These percentiles were labelled the lower quarter, 
median, upper quarter, and top 10% international benchmarks, 
respectively. The international percentiles were computed using 
the combined data from the countries that participated. Exhibit 
14.1 shows the scale scores representing the international bench-
marks for mathematics and science, respectively.
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Exhibit 14.1 TIMSS 1999 International Benchmarks for Eighth Grade*—Mathematics 

and Science

*Eighth grade in most countries.

The performance data analysis was based on students scoring in a 
range around each anchor point. These ranges are designed to 
allow an adequate sample in each group, yet be small enough so 
each anchor point is still distinguishable from the next. Follow-
ing the procedures used for TIMSS 1995, a range of plus and 
minus five scale points was used. The ranges around the interna-
tional percentiles and the number of observations within each 
range are shown in Exhibit 14.2.

Exhibit 14.2 Range around Each Anchor Point and Number of Observations within Ranges

14.3 Anchoring Criteria In scale anchoring, the anchor items for each point are intended 
to be those that differentiate between adjacent anchor points. To 
meet this goal, the criteria for identifying the items must take 
into consideration performance at more than one anchor point. 
Therefore, in addition to a criterion for the percentage of stu-
dents at a particular anchor point correctly answering an item, it 
is necessary to use a criterion for the percentage of students scor-
ing at the next lower anchor point who correctly answer an item. 
Once again, following the procedures used for TIMSS 1995, the 
criterion of 65% was used for the anchor point, since students 

25th 
Percentile

50th 
Percentile

75th 
Percentile

90th 
Percentile

Mathematics 396 479 555 616

Science 410 488 558 616

25th 
Percentile

50th 
Percentile

75th 
Percentile

90th 
Percentile

Mathematics

Range 391-401 474-484 550-560 611-621

Observations 3540 5690 5531 3703

Science

Range 405-415 483-493 553-563 611-621

Observations 3632 6090 5806 3426
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would be likely (about two-thirds of the time) to answer the item 
correctly. The criterion of fewer than 50% was used for the next 
lower point, because with this response probability, students were 
more likely to have answered the item incorrectly than correctly. 

The criteria used to identify items that “anchored” are out-
lined below:

For the 25th percentile, an item anchored if

• At least 65% of students scoring in the range answered the 
item correctly

Because the 25th percentile is the lowest point, items were not 
identified in terms of performance at a lower point.

For the 50th percentile, an item anchored if

• At least 65% of students scoring in the range answered the 
item correctly and

• Fewer than 50% of students at the 25th percentile answered 
the item correctly

For the 75th percentile, an item anchored if

• At least 65% of students scoring in the range answered the 
item correctly and

• Fewer than 50% of students at the 50th percentile answered 
the item correctly

For the 90th percentile, an item anchored if

• At least 65% of students scoring in the range answered the 
item correctly and

• Fewer than 50% of students at the 75th percentile answered 
the item correctly

To supplement the pool of anchor items, items that met a slightly 
less stringent set of criteria were also identified. The criteria to 
identify items that “almost anchored” were the following:

For the 25th percentile, an item almost anchored if

• At least 60% of students scoring in the range answered the 
item correctly

Because the 25th percentile is the lowest point, items were not 
identified in terms of performance at a lower point.



Describing TIMSS 1999 International Benchmarks of Student Achievement

285

For the 50th percentile, an item almost anchored if

• At least 60% of students scoring in the range answered the 
item correctly and

• Fewer than 50% of students at the 25th percentile answered 
the item correctly

For the 75th percentile, an item almost anchored if

• At least 60% of students scoring in the range answered the 
item correctly and

• Fewer than 50% of students at the 50th percentile answered 
the item correctly

For the 90th percentile, an item almost anchored if

• At least 60% of students scoring in the range answered the 
item correctly and

• Fewer than 50% of students at the 75th percentile answered 
the item correctly

Items answered correctly by at least 60% to 65% of the students 
regardless of the performance of students at the next lower point 
were identified to further supplement the item pool. Items that 
anchored, almost anchored, and met the 60% to 65% criterion 
were placed into three mutually exclusive categories. Each of 
these items helped to inform the descriptions of student achieve-
ment at the anchor levels. 

14.4 Computing the Item 
Percent Correct at 
Each Level 

The percentage of students scoring in the range around each 
anchor point and who answered a given item correctly was com-
puted. To that end, students were weighted to contribute pro-
portionally to the size of the student population in a country. 
Most of the TIMSS 1999 items were scored dichotomously. For 
these items, the percentage of students at each anchor point 
who answered each item correctly was computed. Some of the 
open-ended items, however, are scored on a partial-credit basis 
(one or two points); these were transformed into a series of 
dichotomously scored items, as follows. Consider an item that 
was scored zero, one, or two. Two variables were created:

v1 = 1 if the student received a one or two, and 

v1 = 0 otherwise, and

v2 = 1 if the student received a two and 

v2 = 0 otherwise.
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The percentage of students receiving a 1 on v1 and of those 
receiving a 1 on v2 was computed. This yielded the percentage 
of students receiving at least one point and a percentage of stu-
dents receiving full credit. For mathematics, the descriptions 
used only the percentages of students receiving full credit on 
such items, whereas science sometimes also took the results for 
partial credit into consideration. 

14.5 Identifying Anchor 
Items

For the TIMSS 1999 mathematics and science scales, the criteria 
described above were applied to identify the items that anchored, 
almost anchored, and met only the 60% to 65% criterion. Exhib-
its 14.3 and 14.4 present the number of these items at each 
anchor point. Altogether, six mathematics items met the anchor-
ing criteria at the 25th percentile, 36 did so for the 50th percentile, 
73 for the 75th percentile, and 43 for the 90th percentile. Eleven 
items were too difficult for the 90th percentile. In science, 15 
items met one of the criteria for anchoring at the 25th percentile, 
33 for the 50th percentile, 39 for the 75th percentile, and 41 for 
the 90th percentile. Twenty-eight items were too difficult to 
anchor at the 90th percentile.

Including items meeting the less stringent anchoring criteria sub-
stantially increased the number of items that could be used to char-
acterize performance at each anchor point, beyond what would 
have been available if only the items that met the 65%/50% crite-
ria were included. Despite not meeting the 65%/50% criteria, 
these were still items that students scoring at the anchor points 
had a high probability of answering correctly. 
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Exhibit 14.3 Number of Items Anchoring at Each Anchor Level—Eighth Grade Mathematics

Exhibit 14.4 Number of Items Anchoring at Each Anchor Level—Eighth Grade Science

14.6 Expert Review of 
Anchor Items by 
Subject and 
Content Areas

The purpose of scale anchoring was to describe the mathematics 
and science that students know and can do at the four interna-
tional benchmarks. In preparation for review by the subject-
matter experts, the items were organized in binders grouped by 
anchor point and within anchor point by content area. One 
binder was prepared for each subject area, with each binder hav-
ing four sections, corresponding to the four anchor levels. Within 
each section, the items were sorted by content area and then by 
the anchoring criteria they met – items that anchored, followed 
by items that almost anchored, followed by items that met only 
the 60% to 65% criteria. The following information was included 
for each item: its TIMSS 1999 content area and performance 
expectation categories; its answer key; percent correct at each 
anchor point; overall international percent correct by grade; and 
item difficulty. For open-ended items, the scoring guides 
were included. 

Anchored Almost 
Anchored

Met 60-65% 
Criterion Total

25th Percentile 4 2 0 6

50th Percentile 16 7 13 36

75th Percentile 34 14 25 73

90th Percentile 17 4 22 43

Too difficult for 90th 11

Total 71 27 60 158

Anchored Almost 
Anchored

Met 60-65% 
Criterion Total

25th Percentile 10 5 0 15

50th Percentile 6 3 24 33

75th Percentile 5 8 26 39

90th Percentile 7 9 25 41

Too difficult for 90th 28

Total 29 25 75 156
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When going through each section of a binder, the panelists 
examined the items grouped by content area to determine what 
students at an anchor point knew and could do in each content 
area. Exhibits 14.5 and 14.6 present, for each scale, the number 
of items per content area that met one of the anchoring criteria 
discussed above, at each international percentile, and the num-
ber of items that were too difficult for the 90th percentile. 

In mathematics, each of the five reporting categories had the 
most items anchoring at the 75th percentile. Fractions and 
number sense, data representation, analysis and probability, 
and algebra had at least one item anchoring at the 25th percen-
tile, while the geometry and measurement categories did not. 
The science items for earth science, life science, physics and 
chemistry were reasonably spread out across the anchoring cat-
egories. The categories of environmental and resource issues, 
and scientific inquiry and the nature of science had no items 
that anchored at the 25th percentile, but it should be remem-
bered that they contained the fewest items. 
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Exhibit 14.5 Number of Items Anchoring at Each Anchor Level, by Content Area—Eighth Grade Mathematics

Exhibit 14.6 Number of Items Anchoring at Each Anchor Level, by Content Area—Eighth Grade Science

14.7 The Anchoring 
Expert Panels

Two panels of experts in mathematics and science were assembled 
to examine the items and draft descriptions of performance at the 
anchor levels. The mathematics anchor panel had 11 members, 
and the science anchor panel seven, listed in Exhibits 14.7 and 
14.8, respectively. The members had extensive experience in their 
subject areas and a thorough knowledge of the TIMSS curriculum 
frameworks and achievement tests. 

25th 
Percentile

50th 
Percentile

75th 
Percentile

90th 
Percentile

Too Difficult 
for 90th 

Percentile
Total

Fractions and Number Sense 3 14 27 14 4 62

Measurement 0 3 9 12 2 26

Data Representation Analysis, 
and Probability 2 8 10 1 1 22

Geometry 0 4 10 7 0 21

Algebra 1 7 17 9 4 38

Total 6 36 73 43 11 169

25th 
Percentile

50th 
Percentile

75th 
Percentile

90th 
Percentile

Too Difficult 
for 90th 

Percentile
Total

Earth Science 3 5 6 6 3 23

Life Science 8 9 11 10 4 42

Physics 5 12 7 7 8 39

Chemistry 2 2 7 7 4 22

Environmental and 
Resource Issues 0 4 5 2 3 14

Scientific Inquiry and 
the Nature of Science 0 1 5 1 6 13

Total 18 33 41 33 28 153



290

TIMSS 1999 Benchmarking • Technical Report • Chapter 14

Exhibit 14.7 Mathematics Scale Anchoring Panel Members

Exhibit 14.8 Science Scale Anchoring Panel Members

14.8 Development of 
Anchor Level 
Descriptions 

The TIMSS International Study Center convened the two expert 
panels for a three-day meeting, May 7 to 10, 2000, at Martha’s 
Vineyard, Massachusetts. The panelists’ were assigned three tasks: 
(1) work through each item in each binder and arrive at a short 
description of the knowledge, understanding, and/or skills dem-
onstrated by students answering the item correctly; (2) based on 
the items that anchored, almost anchored, and met only the 60% 
to 65% criterion, draft a description of the knowledge, under-
standings, and skills demonstrated by students at each anchor 
point; and (3) select example items to support and illustrate the 
anchor point descriptions. These drafts were then edited and 
revised as necessary, and the panelists reviewed and approved the 
item descriptions, anchor point descriptions, and example items 
for use in the TIMSS 1999 International Reports. 

Lillie Albert
Boston College
United States

Anica Aleksova
Pedagosiki Zawod na Makedonija
Republic of Macedonia

Kiril Bankov
University of Sofia
Bulgaria

Jau-D Chen
Taiwan Normal University
Taiwan

John Dossey
Consultant
United States

Barbara Japelj
Educational Research Institute
Slovenia

Mary Lindquist
National Council of Teachers of Mathematics
United States

David Robitaille
University of British Columbia
Canada

Graham Ruddock
National Foundation for Education Research
England

Hanako Senuma
National Institute for Educational Research
Japan

Pauline Vos
University of Twente
Netherlands

Audrey Champagne
State University of New York
United States

Galina Kovalyova
Center for Evaluating the Quality of Education
Russian Federation

Jan Lokan
Australian Council for Educational Research
Australia

Jana Paleckova
Institute for Information on Education
Czech Republic

Senta Raizen
National Center for Improving Science Education
United States

Vivien Talisayon
Institute of Science and 
Mathematics Education Development
University of the Philippines

Hong Kim Tan
Ministry of Education Research and Evaluation
Singapore
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15.1 Overview

 

As described in earlier chapters, the Benchmarking study makes 
extensive use of imputed student proficiency scores to report 
achievement in mathematics and science, both in the subjects 
overall and in the separate content areas. This chapter describes 
the procedures followed in computing the major statistics used to 
summarize achievement in the TIMSS 1999 Benchmarking 
Reports (Mullis et al., 2001; Martin et al., 2001), including aver-
age scores based on plausible values, Bonferroni adjustments for 
multiple comparisons, international benchmarks of achievement, 
and profiles of relative performance in subject-matter areas.

 

15.2 Computing Average 
Student Achievement

 

The item response theory (IRT) scaling procedure described in 
chapter 13 yields five imputed scores or plausible values in math-
ematics and science and in each of their content areas for each 
student. Average mathematics or science scores for countries or 
Benchmarking jurisdictions were computed by first taking the 
mean for each of the five plausible values, and then taking the 
mean of the five plausible-value means, as follows: The average 
for each plausible value was computed as the weighted mean

where

 is the country or jurisdiction mean for plausible value 
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 is the 

 

l

 

th
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th

 

 

 

student

 

1. This chapter is based on Gonzalez & Gregory (2000) from the TIMSS 1999 international 
technical report (Martin, Gregory, & Stemler, 2000).
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W

 

i,j

 

 is the weight associated with the 

 

j

 

th

 

 

 

student in class 

 

i

 

, described 
in chapters 5 and 6

 

N

 

 is the number of students in the sample.

The country or jurisdiction average is the mean of the five plausible 
value means.

The international average for mathematics and science was com-
puted by taking the mean of the country means for each of the 
five plausible values and averaging across these five international 
means, as follows: The international average for each plausible 
value was computed as the average of that plausible value for 
each country:

where

 is the international mean for plausible value 

 

l

 

 is the 

 

k

 

th

 

 

 

country mean for plausible value 

 

l

 

and 

 

N

 

 is the number of countries.

The international average was the average of these five interna-
tional means. The international averages were based on all TIMSS 
1999 countries. Data from Benchmarking jurisdictions were not 
included in the computation of international averages.

 

15.3 Achievement 
Differences Across 
Benchmarking 
Jurisdictions

 

The TIMSS 1999 Benchmarking Reports aim to provide fair and 
accurate comparisons of student achievement across the partici-
pating jurisdictions. Most of the exhibits summarize achievement 
using a statistic such as a mean or percentage, and each statistic is 
accompanied by its standard error, which is a measure of the 
uncertainty due to student sampling and the imputation process. 
In comparisons of performance across jurisdictions, standard 
errors were used to assess the statistical significance of the differ-
ence between the summary statistics. 

The charts presented in the TIMSS 1999 Benchmarking Reports 
provide comparisons of average performance of a jurisdiction 
with that of the TIMSS 1999 countries as well as with other partic-
ipating jurisdictions. The significance tests reported in these 
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charts include a Bonferroni adjustment for multiple compari-
sons. The Bonferroni adjustment is necessary because the proba-
bility of finding a difference that is an artifact of chance greatly 
increases as the number of simultaneous comparisons increases. 

 

15.3.1 Bonferroni Adjustments in TIMSS

 

If repeated samples were taken from two populations with the 
same mean and variance, and in each one the hypothesis that 
the two means are significantly different at the 

 

α

 

 = .05 level 
(i.e., with 95% confidence) was tested, then it would be 
expected that in about 5% of the comparisons significant dif-
ferences would be found between the sample means even 
though no difference exists in the populations. The probability 
of finding significant differences when none exist (the so-
called Type I error) is given by 

 

α

 

. Conversely, the probability of 
not making such an error is 1 - 

 

α
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.95.

 

 

 

When 

 

α 

 

= .05, comparing the means of three coun-
tries involves three tests (country A versus country B, country B 
versus country C, and country A versus country C). Since these 
are independent tests, the probability of avoiding a Type I 
error in any of the three is the product of the individual proba-
bilities, which is (1 - 

 

α

 

)(1 - 
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)(1 - 
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). With 

 

α

 

=

 

 

 

.05,

 

 

 

the overall 
probability of avoiding a Type I error is only .873. Stated differ-
ently, the probability of committing a Type I error rises from 
.05 for one comparisons to .127 with three comparisons, which 
is considerably less than the probability for a single test. As the 
number of tests increases, the probability of making a Type I 
error increases rapidly.

Several methods can be used to correct for the increased proba-
bility of a Type I error while making many simultaneous compari-
sons. Dunn (1961) developed a procedure that is appropriate for 
testing a set of 

 

a

 

 

 

priori

 

 hypotheses while controlling the proba-
bility that the Type I error will occur. In this procedure, the value 
of 

 

α

 

 is adjusted to compensate for the increase in the probability 
of making the error (the Dunn-Bonferroni procedure for multi-
ple 

 

a

 

 

 

priori

 

 comparisons; Winer, Brown, and Michels, 1991).

The TIMSS 1999 International Reports contain multiple-compari-
son exhibits that show the statistical significance of the differences 
between all possible combinations of the 38 participating coun-
tries. There were (38*37)/2 = 703 possible differences. In

 

 

 

the Bon-
ferroni

 

 

 

procedure

 

 

 

the

 

 

 

significance

 

 

 

level

 

 

 

(

 

α

 

)of

 

 

 

a statistical test

 

 

 

is

 

 

 

adjusted

 

 

 

by establishing

 

 

 

the

 

 

 

number

 

 

 

of

 

 

 

comparisons

 

 

 

that

 

 

 

are

 

 



 

298

TIMSS 1999 Benchmarking • Technical Report • Chapter 15

 

planned

 

 

 

and

 

 

 

then

 

 

 

looking up the appropriate quantile from the 
normal distribution. In choosing the adjustment of the significance 
level for TIMSS, it was necessary to decide how the multiple com-
parison exhibits would most likely be used. A very conservative 
approach would be to adjust the significance level to compensate 
for all of the 703 possible comparisons among the 38 countries 
concerned. This risks an error of a different kind, however, that of 
concluding that a difference in sample means is not significant 
when in fact there is a difference in the population means (i.e., 
Type II error).

Most users of the multiple comparison exhibits in the interna-
tional reports are likely to be interested in comparing a single 
country with all other countries, rather than in making all pos-
sible between-country comparisons at once; the more realistic 
approach of using the number of countries (minus one) to 
adjust the significance level was therefore adopted for the 
international reports. This meant that the number of simulta-
neous comparisons to be adjusted for was 37 instead of 703. 
The critical value for a 95% significance test adjusted for 37 
simultaneous comparisons is 3.2049, from the appropriate 
quantiles from the normal (Gaussian) distribution.

In the multiple comparison exhibits of the TIMSS 1999 Bench-
marking Reports (Martin et al., 2001; Mullis et al., 2001), it was 
decided to keep the same Bonferroni correction as in the inter-
national reports so that between-country significance tests in 
both sets of reports would have the same results. This decision 
was taken despite the fact that Benchmarking exhibits that 
included all 38 TIMSS countries as well as the 27 Benchmarking 
participants had more comparisons (65) than exhibits in the 
international reports, which involved just the 38 countries. Con-
sequently, exhibits with all 65 comparisons, which are confined 
to the first chapter in each Benchmarking report, present signif-
icance tests that are slightly less conservative than they would 
otherwise be.

15.3.2 Standard Error of the Difference

Mean proficiencies were considered significantly different if the 
absolute difference between them, divided by the standard error 
of the difference, was greater than the Bonferroni-adjusted criti-
cal value. For differences between countries or Benchmarking 
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jurisdictions, which can be considered as independent samples, 
the standard error of the difference in means was computed as 
the square root of the sum of the squared standard errors of 
each mean:

where se1 and se2 are the standard errors of the means. Exhibits 
15.1 and 15.2 show the means and standard errors for mathemat-
ics and science used in the calculation of statistical significance 
for countries and Benchmarking jurisdictions, respectively.

Exhibit 15.1 Means and Standard Errors for Multiple-Comparisons Exhibits-Countries

sediff se1
2 se2

2
+=

Country
Math Science

Mean S.E. Mean SE

United States 501.633 3.971 514.915 4.553

Australia 525.080 4.840 540.258 4.395

Belgium (Flemish) 557.958 3.291 534.858 3.074

Bulgaria 510.591 5.850 518.011 5.355

Canada 530.753 2.460 533.082 2.063

Chile 392.494 4.364 420.372 3.720

Chinese Taipei 585.117 4.033 569.076 4.425

Cyprus 476.382 1.792 460.238 2.350

Czech Republic 519.874 4.176 539.417 4.171

England 496.330 4.150 538.468 4.750

Finland 520.452 2.743 535.207 3.471

Hong Kong, SAR 582.056 4.280 529.547 3.655

Hungary 531.601 3.674 552.381 3.693

Indonesia 403.070 4.896 435.472 4.507

Iran, Islamic Rep. 422.148 3.397 448.003 3.765

Israel 466.336 3.932 468.062 4.936

Italy 479.479 3.829 493.281 3.881

Japan 578.604 1.654 549.653 2.227

Jordan 427.664 3.592 450.343 3.832

Korea, Rep. of 587.152 1.969 548.642 2.583

Latvia (LSS) 505.059 3.435 502.693 4.837

Lithuania 481.567 4.281 488.152 4.105

Macedonia, Rep. of 446.604 4.224 458.095 5.240

Malaysia 519.256 4.354 492.431 4.409

Moldova 469.231 3.883 459.137 4.029

Morocco 336.597 2.573 322.816 4.319

Netherlands 539.875 7.147 544.749 6.870

New Zealand 490.967 5.178 509.634 4.905

Philippines 344.905 5.979 345.229 7.502

Romania 472.440 5.787 471.865 5.823

Russian Federation 526.023 5.935 529.220 6.395

Singapore 604.393 6.259 567.894 8.034

Slovak Republic 533.953 3.959 535.009 3.290

Slovenia 530.113 2.777 533.255 3.218

South Africa 274.503 6.815 242.640 7.850

Thailand 467.377 5.088 482.314 3.983

Tunisia 447.925 2.430 429.512 3.436

Turkey 428.606 4.343 432.951 4.268
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Exhibit 15.2 Means and Standard Errors for Multiple-Comparisons Exhibits - States 

and Districts

15.4 Comparing 
Achievement with 
the International 
Mean

Many of the data exhibits in the TIMSS 1999 International 
Reports show countries’ and jurisdictions; mean achievement 
compared with the international mean. Since this resulted in 
38 simultaneous comparisons, the critical value was adjusted to 
3.2125 using the Dunn-Bonferroni procedure. In the Bench-
marking Reports, the corresponding exhibits contained 40 
comparisons (27 Benchmarking participants and 13 selected 
countries), but for consistency with the international reports, 
the critical value for 38 comparisons was used in Benchmarking 
exhibits also.

States
Math Science

Mean S.E. Mean SE

Connecticut 512.389 9.075 529.485 10.436

Idaho 494.886 7.385 526.368 6.585

Illinois 509.478 6.730 520.515 6.546

Indiana 514.626 7.186 534.202 6.973

Maryland 494.610 6.245 506.110 7.689

Massachusetts 513.469 5.938 533.194 7.363

Michigan 516.630 7.452 544.142 8.624

Missouri 489.731 5.314 522.826 6.486

North Carolina 495.218 7.026 507.792 6.544

Oregon 514.110 5.953 536.094 6.051

Pennsylvania 507.452 6.299 528.951 6.475

South Carolina 501.610 7.393 510.958 6.693

Texas 516.445 9.066 508.698 10.427

Districts and Consortia
Math Science

Mean S.E. Mean SE

Academy School Dist. #20, CO 528.464 1.828 558.742 2.116

Chicago Public Schools, IL 462.500 6.102 449.447 9.505

Delaware Science Coalition, DE 479.483 8.928 500.446 8.379

First in the World Consort., IL 559.633 5.775 565.461 5.255

Fremont/Lincoln/WestSide PS, NE 488.142 8.215 511.302 5.780

Guilford County, NC 513.565 7.705 533.780 7.063

Jersey City Public Schools, NJ 474.814 8.610 439.666 9.756

Miami-Dade County PS, FL 421.330 9.449 425.956 10.937

Michigan Invitational Group, MI” 531.748 5.815 563.495 6.246

Montgomery County, MD 537.370 3.548 531.480 4.252

Naperville Sch. Dist. #203, IL 569.172 2.835 583.727 4.092

Project SMART Consortium, OH 520.593 7.507 539.223 8.370

Rochester City Sch. Dist., NY 444.404 6.462 451.669 7.372

SW Math/Sci. Collaborative, PA 516.719 7.547 543.249 7.429
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When comparing each country’s mean with the international 
average, TIMSS took into account the fact that the country con-
tributed to the international standard error. To correct for this 
contribution, TIMSS adjusted the standard error of the differ-
ence. The sampling component of the standard error of the dif-
ference for country j was 

where 

 is the standard error of the difference due to sampling 
when country j is compared to the international mean

N is the number of countries

 is the sampling standard error for country j

 is the sampling standard error for country k.

The imputation component of the standard error was computed 
by taking the square root of the imputation variance calculated 
as follows

where dl is the difference between the international mean and 
the jurisdiction mean for plausible value l.

Finally, the standard error of the difference was calculated as:

.

15.5 International 
Benchmarks of 
Achievement

In order to provide more information about student achieve-
ment, TIMSS identified four points on each of the mathemat-
ics and science scales for use as international benchmark as 
described in chapter 14. The top 10% benchmark was defined 
as the 90th percentile on the TIMSS scale, computed across all 
students in all participating countries, with countries weighted 
in proportion to the size of their eighth-grade population. 
This point on each scale (mathematics and science) is the 
point above which the top 10% of students in the 1999 TIMSS 
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assessment scored. The upper quarter benchmark is the 75th 
percentile on the scale, above which the top 25% of students 
scored. The median benchmark is the 50th percentile, above 
which the top half of students scored. Finally, the lower quar-
ter benchmark is the 25th percentile, the point reached by the 
top 75% of students. Comparing the percentage of students in 
Benchmarking jurisdictions that reached the achievement lev-
els defined by these international benchmarks was a very use-
ful way of describing student performance at various points of 
the ability distribution.

15.5.1 Establishing the International Benchmarks 
of Achievement

In computing of the international benchmarks of achievement, 
each country was weighted to contribute as many students as 
there were students in the target population. In other words, 
each country’s contribution to setting the international bench-
marks was proportional to the estimated population enrolled in 
the eighth grade. Exhibit 15.3 shows the contribution of each 
country to the estimation of the international benchmarks.

If all countries had the same distribution of student achievement, 
approximately 10% of students within each country would be 
above the 90th percentile in the international distribution, regard-
less of the country’s population size. That this is not the case, and 
that countries vary considerably, is evident from the fact that 46% 
of students in Singapore reached the top 10% benchmark, com-
pared to fewer than 1% in Tunisia, the Philippines, South Africa, 
and Morocco.



Reporting Student Achievement in Mathematics and Science for TIMSS 1999 Benchmarking

303
Exhibit 15.3 Estimated Enrollment at the Eighth Grade

Country Sample Size Estimated 
Enrollment

Australia 4032 260130

Belgium (Flemish) 5259 65539

Bulgaria 3272 88389

Canada 8770 371062

Chile 5907 208910

Chinese Taipei 5772 310429

Cyprus 3116 9786

Czech Republic 3453 119462

England 2960 552231

Finland 2920 59665

Hong Kong, SAR 5179 79097

Hungary 3183 111298

Indonesia 5848 1956221

Iran, Islamic Rep. 5301 1655741

Israel 4195 81486

Italy 3328 548711

Japan 4745 1416819

Jordan 5052 89171

Korea, Rep. of 6114 609483

Latvia (LSS) 2873 18122

Lithuania 2361 40452

Macedonia, Rep. of 4023 30280

Malaysia 5577 397762

Moldova 3711 59956

Morocco 5402 347675

Netherlands 2962 198144

New Zealand 3613 51553

Philippines 6601 1078093

Romania 3425 2596

Russian Federation 4332 2057413

Singapore 4966 41346

Slovak Republic 3497 72521

Slovenia 3109 23514

South Africa 8146 844706

Thailand 5732 727087

Tunisia 5051 139639

Turkey 7841 618058

United States 9072 3336295
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Because of the imputation technology used to derive the student 
achievement scores, the international benchmarks had to be 
computed once for each of the five plausible values, and the 
results averaged to arrive at the final figure. The standard errors 
presented in the exhibits are computed by taking into account 
the sampling design as well as the variance due to imputation. 
The international benchmarks are presented in Exhibit 15.4 and 
15.5 for mathematics and science, respectively.

Exhibit 15.4 International Benchmarks of Achievement for Eighth Grade—Mathematics

Exhibit 15.5 International Benchmarks of Achievement for Eighth Grade—Science

Proficiency Score 25th 
Percentile

50th 
Percentile

75th 
Percentile

90th 
Percentile

Plausible Value 1 396.86 479.20 554.49 615.15

Plausible Value 2 395.76 478.79 554.74 615.37

Plausible Value 3 395.62 478.56 554.83 616.23

Plausible Value 4 394.57 478.09 554.03 615.02

Plausible Value 5 396.30 479.10 554.56 615.76

Mean Plausible Value 395.82 478.75 554.53 615.51

Proficiency Score 25th 
Percentile

50th 
Percentile

75th 
Percentile

90th 
Percentile

Plausible Value 1 409.03 487.76 558.66 617.01

Plausible Value 2 409.87 487.61 557.60 615.88

Plausible Value 3 410.38 488.04 557.27 616.12

Plausible Value 4 410.05 487.54 557.47 615.82

Plausible Value 5 410.87 487.59 557.79 615.88

Mean Plausible Value 410.04 487.71 557.76 616.14
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Exhibit 15.6 Percentages of Students Reaching TIMSS 1999 International Benchmarks 

of Mathematics Achievement

States in italics did not fully satisfy guidelines for sample participation rates (see Appendix A for details).
† Met guidelines for sample participation rates only after replacement schools were included (see Exhibit A.6).
1 National Defined Population covers less than 90 percent of National Desired Population (see Exhibit A.3).
( ) Standard errors appear in parentheses. Because results are rounded to the nearest whole number, some totals may 

appear inconsistent.

States, Districts and Consortia Top
10%

Upper 
Quarter Median Lower 

Quarter

Connecticut 11 (2.5) 31 (3.9) 67 (4.4) 91 (1.9)

Idaho 5 (1.1) 24 (2.9) 61 (3.5) 88 (2.2)

Illinois  10 (1.6) 29 (2.9) 65 (3.3) 92 (1.5)

Indiana † 9 (1.9) 30 (3.9) 69 (3.6) 94 (1.2)

Maryland  8 (1.4) 27 (2.5) 57 (3.2) 87 (2.0)

Massachusetts 10 (1.6) 31 (2.6) 68 (3.0) 92 (1.6)

Michigan 10 (2.0) 33 (3.7) 70 (3.3) 92 (1.7)

Missouri  4 (0.9) 20 (2.4) 58 (2.9) 89 (1.5)

North Carolina  7 (1.6) 25 (3.1) 57 (3.3) 88 (2.0)

Oregon  10 (1.8) 32 (2.8) 69 (2.8) 91 (1.4)

Pennsylvania  9 (1.3) 28 (2.6) 65 (3.0) 91 (1.8)

South Carolina  10 (2.0) 30 (3.2) 60 (3.5) 88 (1.8)

Texas  13 (2.2) 37 (3.8) 66 (4.3) 90 (2.1)

States, Districts and Consortia Top
10%

Upper 
Quarter Median Lower 

Quarter

Academy School Dist. #20, CO  12 (0.8) 38 (1.5) 75 (1.5) 95 (0.7)

Chicago Public Schools, IL  2 (0.9) 12 (1.7) 41 (4.3) 81 (2.5)

Delaware Science Coalition, DE  5 (1.8) 22 (4.1) 51 (4.5) 83 (2.4)

First in the World Consort., IL  22 (3.2) 56 (3.3) 87 (2.1) 98 (0.6)

Fremont/Lincoln/WestSide PS, NE  6 (2.3) 23 (4.1) 58 (4.0) 84 (2.7)

Guilford County, NC 1 10 (2.2) 33 (3.5) 66 (4.1) 91 (1.6)

Jersey City Public Schools, NJ  6 (1.9) 17 (3.4) 48 (3.9) 82 (2.9)

Miami-Dade County PS, FL  2 (0.9) 9 (2.4) 29 (3.6) 61 (3.5)

Michigan Invitational Group, MI  12 (2.4) 39 (3.4) 77 (3.0) 96 (1.3)

Montgomery County, MD 1 17 (2.2) 45 (1.8) 77 (1.4) 95 (1.1)

Naperville Sch. Dist. #203, IL  24 (1.7) 59 (2.2) 91 (1.1) 99 (0.4)

Project SMART Consortium, OH  11 (2.9) 34 (4.7) 70 (3.1) 95 (1.0)

Rochester City Sch. Dist., NY  2 (0.9) 9 (2.5) 32 (3.2) 73 (2.9)

SW Math/Sci. Collaborative, PA  11 (2.7) 32 (3.9) 68 (3.1) 93 (1.6)

Top 10% Benchmark (90th Percentile) 616

Upper Quarter Benchmark (75th Percentile) 555

Median Benchmark (50th Percentile) 479

Lower Quarter Benchmark (25th Percentile) 396
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Exhibit 15.7 Percentages of Students Reaching TIMSS 1999 International Benchmarks 
of Science Achievement

States in italics did not fully satisfy guidelines for sample participation rates (see Appendix A for details).
† Met guidelines for sample participation rates only after replacement schools were included (see Exhibit A.6).
1 National Defined Population covers less than 90 percent of National Desired Population (see Exhibit A.3).
( ) Standard errors appear in parentheses. Because results are rounded to the nearest whole number, some totals may 

appear inconsistent.

States Top
10%

Upper 
Quarter Median Lower 

Quarter

Connecticut 17 (3.0) 39 (4.4) 69 (4.6) 90 (2.5)

Idaho 13 (1.8) 37 (3.2) 70 (3.3) 91 (1.8)

Illinois 14 (1.9) 36 (3.0) 66 (3.0) 88 (1.5)

Indiana † 18 (2.5) 41 (3.6) 72 (2.8) 92 (1.4)

Maryland 12 (1.3) 31 (3.0) 59 (3.5) 84 (2.5)

Massachusetts 17 (2.4) 40 (3.0) 71 (3.4) 92 (1.7)

Michigan 22 (2.6) 47 (3.6) 75 (3.4) 91 (2.2)

Missouri 14 (2.3) 36 (3.0) 67 (2.8) 89 (1.8)

North Carolina 11 (1.4) 30 (2.9) 60 (3.4) 85 (2.1)

Oregon 19 (2.3) 43 (2.7) 73 (2.6) 91 (1.9)

Pennsylvania 15 (1.5) 38 (2.5) 70 (3.2) 91 (1.6)

South Carolina 13 (1.8) 34 (2.7) 60 (3.4) 85 (1.7)

Texas 15 (2.1) 35 (3.6) 61 (4.5) 83 (3.3)

Districts and Consortia Top
10%

Upper 
Quarter Median Lower 

Quarter

Academy School Dist. #20, CO 23 (1.6) 52 (1.5) 84 (1.2) 97 (0.6)

Chicago Public Schools, IL 3 (1.1) 11 (2.4) 34 (3.9) 67 (3.8)

Delaware Science Coalition, DE 10 (1.8) 29 (4.0) 56 (4.2) 83 (2.1)

First in the World Consort., IL 27 (3.7) 54 (3.6) 85 (2.0) 97 (0.9)

Fremont/Lincoln/WestSide PS, NE 11 (1.7) 32 (3.1) 63 (3.2) 86 (2.1)

Guilford County, NC 1 19 (2.5) 43 (3.6) 69 (3.5) 90 (2.0)

Jersey City Public Schools, NJ 3 (1.5) 11 (3.1) 31 (3.6) 64 (3.5)

Miami-Dade County PS, FL 4 (1.4) 10 (2.4) 28 (3.0) 58 (3.7)

Michigan Invitational Group, MI 25 (3.1) 54 (3.0) 84 (2.1) 96 (1.1)

Montgomery County, MD 1 17 (1.1) 40 (2.5) 70 (2.3) 91 (1.3)

Naperville Sch. Dist. #203, IL 33 (2.5) 64 (2.2) 90 (1.2) 98 (0.6)

Project SMART Consortium, OH 19 (3.6) 43 (5.0) 73 (3.3) 93 (1.1)

Rochester City Sch. Dist., NY 3 (1.3) 12 (2.5) 33 (3.7) 68 (3.0)

SW Math/Sci. Collaborative, PA 19 (3.1) 45 (3.6) 75 (3.5) 94 (1.7)

Top 10% Benchmark (90th Percentile) 616

Upper Quarter Benchmark (75th Percentile) 558

Median Benchmark (50th Percentile) 488

Lower Quarter Benchmark (25th Percentile) 410
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15.5.2 Reporting Student Achievement at the International 
Benchmarks

To compare student performance at the international bench-
marks, TIMSS computed the percentage of students in each 
Benchmarking jurisdiction reaching each international bench-
mark. These percentages and their standard errors are presented 
in Exhibit 15.6 for mathematics and in Exhibit 15.7 for science.

15.6 Reporting Gender 
Differences 

TIMSS reported gender differences in student achievement in 
mathematics and science overall, as well as in content areas. 
Gender differences in countries and Benchmarking jurisdic-
tions were presented in an exhibit showing mean achievement 
for males and females, the differences between them, and an 
accompanying graph indicating whether the difference was sta-
tistically significant. The significance test was adjusted for multi-
ple comparisons, based on the number of countries presented.

Because in most countries males and females attend the same 
schools, the two samples cannot be treated as independent for 
the purpose of statistical tests. Accordingly, TIMSS used a jack-
knife procedure applicable to correlated samples for estimating 
the standard error of the male-female difference. This involves 
computing the differences between boys and girls once for each 
of the 75 replicate samples, and five more times, once for each 
plausible value, as described in chapter 11.

15.7 Relative 
Performance by 
Content Areas

In addition to performance in mathematics and science overall, it 
was of interest to see how Benchmarking participants and coun-
tries performed on the content areas relative to performance on 
the subject overall. Five content areas in mathematics and six in 
science were used in this analysis. Relative performance on the 
content areas was examined separately for the two subjects. The 
average across content area scores was computed for each juris-
diction, and then performance in each content area was shown as 
the difference between that average and the overall average. Con-
fidence intervals were estimated for each difference.

In order to do this, TIMSS computed the vector of average profi-
ciencies for each of the content areas on the test, and joined each 
vector to form a matrix called Rks, where a row contained the aver-
age proficiency score for jurisdiction k on scale s for a specific 
subject. This Rks matrix had also a “zeroth” row and column. The 
elements in rk0 contained the average of the elements on the kth 
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row of the Rks matrix. These were the jurisdiction averages across 
the content areas. The elements in r0s contained the average of 
the elements of the sth column of the Rks matrix. These were the 
content area averages across all jurisdictions. The element r00 
contained the overall average for the elements in vector r0j or rk0. 
Based on this information, the matrix Iks was constructed in which 
the elements are computed as

.

Each of these elements can be considered as the interaction 
between the performance of jurisdiction k in content area s. A 
value of zero for an element iks indicates a level of performance 
for jurisdiction k in content area s that would be expected given 
its performance in other content areas and its performance rela-
tive to other jurisdictions on that content area. A negative value 
for an element iks indicates a performance for jurisdiction k on 
content area s lower than would be expected on the basis of the 
jurisdiction’s overall performance. A positive value for an ele-
ment iks indicates a better than expected performance for juris-
diction k in the content areas. This procedure was applied to 
each of the five plausible values and the results were averaged.

To construct confidence intervals, the standard error for each 
content area in each jurisdiction first had to be estimated. These 
were then combined with a Bonferroni adjustment, based on the 
number of content areas. The imputation portion of the error 
was obtained from combining the results from the five calcula-
tions, one with each separate plausible value.

To compute the sampling portion of the standard error, the 
vector of average proficiency was computed for each of the 
jurisdiction replicates for each content area in the test. For 
each jurisdiction and each content area, 75 replicates were 
created.2 Each replicate was randomly reassigned to one of 75 
sampling zones or replicates (h). These column vectors were 
then joined to form a new set of matrices each called , where 
a row contains the average proficiency for jurisdiction k in con-
tent area s for a specific subject, for the hth international set of 
replicates. Each of these  matrices has also a zeroth row and 

2. In countries and jurisdictions where there were fewer than 75 jackknife zones, 75 rep-
licates were also created by assigning the overall mean to as many replicates as were 
necessary to have 75.
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column. The elements in  contain the average of the elements 
on the kth row of the  matrix. These are the jurisdiction aver-
ages across the content areas. The elements in  contain the 
average of the elements of the sth column of the  matrix. 
These are the content area averages across all countries. The ele-
ment  contains the overall average for the elements in vector 

 or . Based on this information the set of matrices  were 
constructed, in which the elements were computed as

.

The jackknife repeated replication (JRR) standard error is then 
given by the formula

.

The overall standard error was computed by combining the 
JRR and imputation variances. A relative performance was 
considered significantly different from the expected if the 
95% confidence interval built around it did not include zero. 
The confidence interval for each of the  elements was com-
puted by adding to and subtracting from the  element its 
corresponding standard error multiplied by the critical value 
for the number of comparisons.

The critical values were determined by adjusting the critical value 
for a two-tailed test, at the α = .05 level of significance for multiple 
comparisons according the Dunn-Bonferroni procedure. The 
critical value for mathematics, with five content scales, was 
2.5758, and for science, with six content scales, was 2.6383.

15.8 Percent Correct for 
Individual Items

To portray student achievement as fully as possible, the TIMSS 
1999 Benchmarking Reports present many examples of the items 
used in the TIMSS 1999 tests, together with the percentage of stu-
dents in each jurisdiction responding correctly to the item. These 
percentages were based on the total number of students tested on 
the items. Omitted and not-reached items were treated as incor-
rect. For multiple-choice items the percentage was the weighted 
percentage of students that answered the item correctly. For free-
response items with more than one score level, it was the weighted 
percentage of students that achieved the highest score possible. 
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When the percent correct for example items was computed, stu-
dent responses were classified in the following way. For multi-
ple-choice items, a response to item j was classified as correct 
(Cj) when the correct option was selected, incorrect (Wj) when 
the incorrect option or no option was selected, invalid (Ij) when 
two or more options were selected, not reached (Rj) when it was 
assumed that the student stopped working on the test before 
reaching the question, and not administered (Aj) when the 
question was not included in the student’s booklet or had been 
mistranslated or misprinted. For free-response items, student 
responses to item j were classified as correct (Cj) when the maxi-
mum number of points was obtained, incorrect (Wj) when the 
wrong answer or an answer not worth all the points in the ques-
tion was given, invalid (Nj) when the response was not legible or 
interpretable or was simply left blank, not reached (Rj) when it 
was determined that the student stopped working on the test 
before reaching the question, and not administered (Aj) when 
the question was not included in the student’s booklet or had 
been mistranslated or misprinted. The percent correct for an 
item (Pj) was computed as

where cj, wj, ij, rj and nj are the weighted counts of the correct, 
wrong, invalid, not reached, and not interpretable responses to 
item j, respectively.

Pj

cj

cj wj ij rj nj+ + + +
---------------------------------------------=
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16 Reporting Questionnaire Data for 
TIMSS 1999 Benchmarking1

Teresa A. Smith

16.1 Overview This chapter documents the analysis and reporting procedures 
used for the background questionnaire data in producing the 
TIMSS 1999 Benchmarking Reports. In particular, it describes 
the consensus process used to develop the report outlines and 
prototype exhibits; the development and computation of indices 
based on student, teacher, and school background variables; spe-
cial considerations in reporting the questionnaire data; and the 
handling of non-response issues.

16.2 Background 
Questionnaires

As described in chapter 3, TIMSS 1999 used four types of back-
ground questionnaires to gather information at various levels of 
the educational system.

1. Curriculum Questionnaires addressing issues of curriculum 
design and curricular emphasis in mathematics and science 
were completed by national research coordinators (NRCs) in 
the TIMSS countries and by the appropriate authority in the 
Benchmarking jurisdictions.

2. A School Questionnaire providing information about school 
staffing and facilities, as well as curricular and instructional 
arrangements, was completed by school principals.

3. Teacher Questionnaires completed by mathematics and 
science teachers provided information about their back-
grounds, attitudes, and teaching activities and approaches.

4. Student Questionnaires provided information about students’ 
home backgrounds and attitudes and their experiences in math-
ematics and science classes. There were two versions: a general 
science version intended for systems where science is taught as a 
single integrated subject, and a version intended for systems 
where science is taught as separate subjects (i.e., biology, chemis-
try, earth science, and physics). The general science version was 
used in the United States and in the Benchmarking jurisdictions.

1. This chapter is based on Smith (2000) from the international technical report for 
TIMSS 1999 (Martin, Gregory, & Stemler, 2000).
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16.3 Reporting the 
TIMSS 1999 
Benchmarking Data

The TIMSS 1999 Benchmarking results were reported in separate 
mathematics and science volumes (Mullis et al., 2001; Martin et 
al., 2001). These reports each contain four chapters devoted to 
the questionnaire data, dealing with students’ backgrounds and 
attitudes, the nature and coverage of the curriculum, teachers 
and instruction, and school contexts for learning. Each report 
included a number of summary indices based on some of the 
background data. These were presented to highlight issues 
related to good educational practice.

The TIMSS 1999 Benchmarking Reports present the question-
naire data of the participating jurisdictions along with those of 
a selected number of countries. The countries included for 
the purposes of comparison are the United States as well as a 
dozen European and Asian countries of interest. These coun-
tries include several high-performing European countries, 
countries that are major economic trading partners of the 
United States, and top-scoring Asian countries2.

16.3.1 Summary Indices from Background Data

In an effort to summarize the information obtained from the 
background questionnaires concisely and focus attention on edu-
cationally relevant support and practice, TIMSS sometimes com-
bined information to form an index that was more global and 
reliable than the component questions (e.g., students’ home edu-
cational resources and attitudes towards mathematics or science; 
teachers’ emphasis on reasoning and problem-solving, and confi-
dence in their preparation to teach mathematics or science; avail-
ability of school resources for mathematics or science instruction). 
According to the responses, students were placed in a “high,” 
“medium,” or “low” category, with the high level being set to cor-
respond to conditions or activities generally associated with 
higher academic achievement. For example, a three-level index 
of home educational resources was constructed from students’ 
responses to three questions: number of books in the home, edu-
cational aids in the home (i.e., computer, study desk/table for 
own use, dictionary), and parents’ education. Students were 
assigned to the high level if they reported having more than 100 
books, having all three educational aids, and having at least one 
parent who had finished university. Students at the low level 

2. See chapter 2 of Martin et al. (2001) or Mullis et al. (2001) for further details.
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reported having 25 or fewer books in the home, not all three edu-
cational aids, and some secondary or less education as the high-
est level for either parent. Students with all other response 
combinations were assigned to the middle category.

The 17 indices computed for the TIMSS 1999 Benchmarking 
Reports are listed in Exhibit 16.1, which gives the name of the 
index; the label used to identify it in the TIMSS 1999 Benchmark-
ing Reports and database; the mathematics or science exhibit in 
the TIMSS 1999 Benchmarking Report where the index data 
were reported; and the method used to compute the index.

Exhibit 16.1 Summary Indices from Background Data in the TIMSS 1999 Benchmarking Report    

Name of Index Label Exhibita Analysis Method

Index of Home Educational Resources HER 4.1 (M)
4.1 (S)

Index based on students’ responses to three questions about home educational 
resources: number of books in the home; educational aids in the home (computer, 
study desk/table for own use, dictionary); parents’ education. High level indicates 
more than 100 books in the home; all three educational aids; and either parent’s 
highest level of education is finished university. Low level indicates 25 or fewer 
books in the home; not all three educational aids; and both parents’ highest level of 
education is some secondary or less or is not known. Medium level includes all other 
possible combinations of responses. Response categories were defined by each coun-
try to conform to their own educational system and may not be strictly comparable 
across countries.

Index of Out-of-School Study Time OST 4.6 (M)
4.6 (S)

Index based on students’ responses to three questions about out-of-school study 
time: time spent after school studying mathematics or doing mathematics home-
work; time spent after school studying science or doing science homework; time 
spent after school studying or doing homework in school subjects other than mathe-
matics and science. Number of hours based on: no time = 0, less than 1 hour = 0.5, 
1-2 hours = 1.5, 3-5 hours = 4, more than 5 hours = 7. High level indicates more 
than three hours studying all subjects combined. Medium level indicates more than 
one hour to three hours studying all subjects combined. Low level indicates one hour 
or less studying all subjects combined. 

Index of Students’ Self-Concept 
in Mathematics

SCM 4.8 (M) Index based on students’ responses to five statements about their mathematics abil-
ity: 1) I would like mathematics much more if it were not so difficult; 2) although I 
do my best, mathematics is more difficult for me than for many of my classmates; 
3) nobody can be good in every subject, and I am just not talented in mathematics; 
4) sometimes, when I do not understand a new topic in mathematics initially, I know 
that I will never really understand it; 5) mathematics is not one of my strengths. High 
level indicates student disagrees or strongly disagrees with all five statements. Low 
level indicates student agrees or strongly agrees with all five statements. Medium 
level includes all other possible combinations of responses.

Index of Students’ Self-Concept in 
the Sciences*

SCS-G 
SCS-E 
SCS-B 
SCS-P 
SCS-C

4.8 (S) Index based on students’ responses to four statements about their science ability: 
1) I would like science much more if it were not so difficult; 2) although I do my best, 
science is more difficult for me than for many of my classmates; 3) nobody can be 
good in every subject, and I am just not talented in science; 4) science is not one of 
my strengths. In countries where science is taught as separate subjects, students 
were asked about each subject area separately. High level indicates student dis-
agrees or strongly disagrees with all four statements. Low level indicates student 
agrees or strongly agrees with all four statements. Medium level includes all other 
possible combinations of responses.
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Exhibit 16.1 (continued)       Summary Indices from Background Data in the TIMSS 1999 Benchmarking Report

Name of Index Label Exhibita Analysis Method

Index of Positive Attitudes 
Towards Mathematics

PATM 4.10 (M) Index based on students’ responses to five statements about mathematics: 1) I like 
mathematics; 2) I enjoy learning mathematics; 3) mathematics is boring (reversed 
scale); 4) mathematics is important to everyone’s life; 5) I would like a job that 
involved using mathematics. Average is computed across the five items based on a 
4-point scale: 1 = strongly negative; 2 = negative; 3 = positive; 4 = strongly positive. 
High level indicates average is greater than 3. Medium level indicates average is 
greater than 2 and less than or equal to 3. Low level indicates average is less than or 
equal to 2.

Index of Positive Attitudes Towards 
the Sciences*

PATS-G 
PATS-E 
PATS-B 
PATS-P 
PATS-C

4.10 (S) Index based on students’ responses to five statements about science: 1) I like 
science; 2) I enjoy learning science; 3) science is boring (reversed scale); 4) sci-
ence is important to everyone’s life; 5) I would like a job that involved using sci-
ence. Average is computed across the five items based on a 4-point scale: 1 = 
strongly negative; 2 = negative; 3 = positive; 4 = strongly positive. In countries 
where science is taught as separate subjects, students were asked about each 
subject area separately. High level indicates average is greater than 3. Medium 
level indicates average is greater than 2 and less than or equal to 3. Low level 
indicates average is less than or equal to 2.

Index of Confidence in Preparation 
to Teach Mathematics

CPTM 6.3 (M) Index based on teachers’ responses to 12 questions about how prepared they feel 
to teach different mathematics topics based on a 3-point scale: 1 = not well pre-
pared; 2 = somewhat prepared; 3 = very well prepared. Average is computed 
across the 12 items for topics for which the teacher did not respond “do not 
teach”. High level indicates average is greater than or equal to 2.75. Medium 
level indicates average is greater than or equal to 2.25 and less than 2.75. Low 
level indicates average is less than 2.25.

Index of Confidence in Preparation 
to Teach Science

CPTS 6.3 (S) Index based on teachers’ responses to 10 questions about how prepared they feel 
to teach different science topics (see reference exhibit R3.1) based on a 3-point 
scale: 1 = not well prepared; 2 = somewhat prepared; 3 = very well prepared. 
Average is computed across the 10 items for items for which the teacher did not 
respond “do not teach”. High level indicates average is greater than or equal to 
2.75. Medium level indicates average is greater than or equal to 2.25 and less than 
2.75. Low level indicates average is less than 2.25.

Index of Teachers’ Emphasis on 
Scientific Reasoning and 
Problem-Solving

ESRPS 6.11 (S) Index based on teachers’ responses to five questions about how often they ask 
students to: 1) explain the reasoning behind an idea; 2) represent and analyze 
relationships using tables, charts, graphs; 3) work on problems for which there 
is no immediately obvious method of solution; 4) write explanations about what 
was observed and why it happened; 5) put events or objects in order and give a 
reason for the organization. Average is computed across the five items based on 
a 4-point scale: 1 = never or almost never; 2 = some lessons; 3 = most lessons; 
4 = every lesson. High level indicates average is greater than or equal to 3. 
Medium level indicates average is greater than or equal to 2.25 and less than 3. 
Low level indicates average is less than 2.25.

Index of Teachers’ Emphasis on 
Mathematics Reasoning and 
Problem-Solving

EMRPS 6.11 (M) Index based on teachers’ responses to four questions about how often they ask stu-
dents to: 1) explain the reasoning behind an idea; 2) represent and analyze rela-
tionships using tables, charts, or graphs; 3) work on problems for which there is no 
immediately obvious method of solution; 4) write equations to represent relation-
ships. Average is computed across the four items based on a 4-point scale: 1 = 
never or almost never; 2 = some lessons; 3 = most lessons; 4 = every lesson. High 
level indicates average is greater than or equal to 3. Medium level indicates aver-
age is greater than or equal to 2.25 and less than 3. Low level indicates average is 
less than 2.25.
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Index of Emphasis on Conducting 
Experiments in Science Classes*

ECES-G 
ECES-E 
ECES-B 
ECES-P 
ECES-C

6.13 (S) Index based on teachers’ reports on the percentage of time they spend demonstrating 
experiments; teachers’ reports on the percentage of time students spend conducting 
experiments; students’ reports on how often the teacher gives a demonstration of an 
experiment in science lessons; students’ reports on how often they conduct an exper-
iment or practical investigation in class. In countries where science is taught as sepa-
rate subjects, students were asked about each subject area separately, and only 
teachers who teach a particular subject are included in the index shown for that sub-
ject. High level indicates teacher reported that at least 25% of class time is spent 
on the teacher demonstrating experiments or students conducting experiments, 
and the student reported that the teacher gives a demonstration of an experiment 
or the student conducts an experiment or practical investigation in class almost 
always or pretty often. Low level indicates the teacher reported that less than 10% 
of class time is spent on the teacher demonstrating experiments or students con-
ducting experiments, and student reported that the teacher gives a demonstration 
of an experiment and the student conducts an experiment or practical investigation 
in class once in a while or never. Medium level includes all other possible combina-
tions of responses.

Index of Emphasis on Calculators in 
Mathematics Class

ECMC 6.13 (M) Index based on students’ reports of the frequency of using calculators in mathe-
matics lessons and teachers’ reports of students’ use of calculators in mathematics 
class for five activities: checking answers; tests and exams; routine computation; 
solving complex problems; and exploring number concepts. High level indicates the 
student reported using calculators in mathematics lessons almost always or pretty 
often, and the teacher reported students use calculators at least once or twice a 
week for any of the tasks. Low level indicates the student reported using calcula-
tors once in a while or never, and the teacher reported students use calculators 
never or hardly ever for all of the tasks. Medium level includes all other possible 
combinations of responses.

Index of Teachers’ Emphasis on 
Science Homework

ESH 6.15 (S) Index based on teachers’ responses to two questions about how often they usually 
assign science homework and how many minutes of science homework they usu-
ally assign students. High level indicates the assignment of more than 30 minutes 
of homework at least once or twice a week. Low level indicates the assignment of 
less than 30 minutes of homework less than once a week or never assigning home-
work. Medium level includes all other possible combinations of responses.

Index of Teachers’ Emphasis on 
Mathematics Homework

EMH 6.16 (M) Index based on teachers’ responses to two questions about how often they usually 
assign mathematics homework and how many minutes of mathematics homework 
they usually assign students. High level indicates the assignment of more than 30 
minutes of homework at least once or twice a week. Low level indicates the assign-
ment of less than 30 minutes of homework less than once a week or never assign-
ing homework. Medium level includes all other possible combinations of responses.

Index of Availability of School 
Resources for Mathematics 
Instruction

ASRMI 7.2 (M) Index based on schools’ average response to five questions about shortages that 
affect general capacity to provide instruction (instructional materials; budget for 
supplies; school buildings and grounds; heating/cooling and lighting systems; 
instructional space), and the average response to five questions about shortages 
that affect mathematics instruction (computers; computer software; calculators; 
library materials; audio-visual resources). High level indicates that both shortages, 
on average, affect instructional capacity none or a little. Medium level indicates 
that one shortage affects instructional capacity none or a little and the other short-
age affects instructional capacity some or a lot. Low level indicates that both short-
ages affect instructional capacity some or a lot.

Index of Availability of School 
Resources for Science Instruction

ASRSI 7.2 (S) Index based on schools’ average response to five questions about shortages that 
affect general capacity to provide instruction (instructional materials; budget for 
supplies; school buildings and grounds; heating/cooling and lighting systems; 
instructional space), and the average response to six questions about shortages 
that affect science instruction (laboratory equipment and materials; computers; 
computer software; calculators; library materials; audio-visual resources). High 
level indicates that both shortages, on average, affect instructional capacity none 
or a little. Medium level indicates that one shortage affects instructional capacity 
none or a little and the other shortage affects instructional capacity some or a lot. 
Low level indicates that both shortages affect instructional capacity some or a lot.

Exhibit 16.1 (continued)       Summary Indices from Background Data in the TIMSS 1999 Benchmarking Report

Name of Index Label Exhibita Analysis Method
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a Exhibit number in the Benchmarking report where data based on the index were presented. An (M) indicates 
mathematics report; (S) indicates science report.

* In the U.S. and the Benchmarking jurisdictions only the (G) indices were computed. In countries where science is taught 
as separate subjects, separate indices were computed for general/integrated science (G), earth science (E), biology (B), 
physics (P), and chemistry (C)

The exhibit that displays each index shows the percentage of stu-
dents at each level, together with their average mathematics or sci-
ence achievement. In addition, the percentage at the high level was 
shown graphically, with the Benchmarking jurisdictions and com-
parison countries ranked. For some of the sciences indices, the 
results were presented in separate panels for each science subject.

16.4 Development of the 
Benchmarking 
Reports 

TIMSS 1999 was designed to investigate student learning of math-
ematics and science and the way in which aspects of the educa-
tion systems relate to the learning opportunities and experiences 
of individual students. The TIMSS Benchmarking Study was 
designed to allow participants to compare, or benchmark, not 
just the mathematics and science achievement of their students 
with that of students in high-achieving TIMSS countries, but also 
key attributes of their education systems, including:

• The curricular context of students’ learning 

• System-level characteristics

• School contexts

• Teacher qualifications and characteristics 

• Instructional organization and activities

• Students’ backgrounds and attitudes towards mathematics 
and science

The goal of the Benchmarking reports was to present as much 
descriptive information about the contexts for learning as possi-
ble without overburdening the reader. Indices based on vari-
ables from the TIMSS 1999 background questionnaires were 
proposed to summarize information.

Index of Good School and 
Class Attendance

SCA 7.5 (M)
7.5 (S)

Index based on schools’ responses to three questions about the seriousness of 
attendance problems in school: arriving late at school; absenteeism; skipping class. 
High level indicates that all three behaviors are reported to be not a problem. Low 
level indicates that two or more behaviors are reported to be a serious problem, or 
two behaviors are reported to be minor problems and the third a serious problem. 
Medium level includes all other possible combinations of responses.

Exhibit 16.1 (continued)       Summary Indices from Background Data in the TIMSS 1999 Benchmarking Report

Name of Index Label Exhibita Analysis Method
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Analyses began with the preparation of prototype exhibits. This 
required a careful review of the questionnaires, detailed docu-
mentation of the variables and response categories, development 
of general analysis plans (including the cutoffs for high, medium, 
and low levels of indices), and the specification of any country-
specific modified analyses required to account for national adap-
tations. These plans were documented in analysis notes for each 
proposed exhibit.

The analysis plans, report outlines, and prototype exhibits were 
drafted by the International Study Center and reviewed by the 
coordinators from the Benchmarking jurisdictions in Septem-
ber 2000. Consensus was reached on the reporting priorities: 
which indices and variables should be reported, how much 
information should be included, and which trend tables to 
present. Coordinators reviewed the final data exhibits and draft 
text in January 2001. The Mathematics and Science Benchmark-
ing reports were published in April 2001 (Martin et al., 2001; 
Mullis et al., 2001).

16.5 Reporting Student 
Background Data

Reporting the data from the Student Questionnaire was fairly 
straightforward. Most of the tables in the TIMSS 1999 Bench-
marking reports present weighted percentages of students in 
each country for each response category, together with the mean 
achievement (mathematics or science) of those students. Interna-
tional averages are also displayed for each category. In general, 
jackknife standard errors accompany the statistics reported.3 In 
addition to the exhibits showing percentages of students overall, 
the reports include some information separately by gender. For 
gender-based exhibits, the percentages of boys and girls in each 
category were displayed, along with the statistical significance of 
the gender difference. 

Reporting student attitudes, self-perceptions, and activities 
related to science was complicated by the fact that in some coun-
tries, science is taught as a general, integrated subject, while in 
others the fields of science—earth science, physics, chemistry, 
and biology—are taught as separate subjects. Countries could 
choose the appropriate version of the Student Questionnaire: the 
general science version or the separate-subjects version. The 

3. See chapter 11 for a description of the jackknife methodology.
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exhibits showing results for questions that differed in the two 
versions have separate sections for countries that administered 
each one. The United States and the Benchmarking participants 
used the general science version.

In the exhibits based on questions about the separate sciences, 
data were presented in five panels corresponding to the types of 
science subjects included in the international version of the Stu-
dent Questionnaires: general/integrated science and the four sep-
arate science subjects. Countries appear in the appropriate panels. 
Countries where earth science or chemistry was not applicable for 
the eighth grade were excluded from these panels. Also, in some 
countries combined courses were taught, such as physical science 
(physics/chemistry) or natural science (biology/earth science). In 
these cases, separate questions were still asked about separate sci-
ence subjects (earth science, biology, physics, and chemistry), and 
the student data were reported in all panels. An exception was The 
Netherlands, where students were asked about earth science, biol-
ogy, and physics/chemistry; the data for the physics/chemistry 
questions were presented in the physics panel, and no data were 
presented in the chemistry panel. 

In TIMSS 1999, 23 countries administered the general version of 
the Student Questionnaire, and 15 countries the separate science 
subject version. Table 16.2 lists the countries and jurisdictions 
administering the two versions and indicates which science sub-
jects were taught in each. In two countries, Chinese Taipei and 
Indonesia, the sciences were taught as separate subjects but stu-
dents receive a single science course grade, and so the general 
version of the Student Questionnaire was administered. In both 
countries, student data were displayed in the general/integrated 
science panel. 
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Table 16.2 Countries that Administered the Two Versions of the Student 

Questionnaire

a Chinese Taipei: separate sciences are taught starting in 7th grade, with biology in 7th grade and physics/chemistry in 8th 
grade. Since the students in the target grade take only one science course (physics/chemistry), the general version of 
the questionnaire was administered and students were asked about “natural science”, which would pertain to the 
physics/chemistry course in 8th grade.

b Indonesia: students are taught “IPA science” by separate biology and physics teachers, but students receive a single 
composite grade. The general version of the questionnaire was used, and students were asked about IPA science.

c The Netherlands: students were asked questions about integrated physics/chemistry; data for questions pertaining to 
physics/chemistry were reported in the physics panel.

d All Benchmarking jurisdictions in the U.S. also administered the general version.

Country

General 
Version Separate Science Version

General / 
Integrated 

Science

Earth 
Science Biology Physics Chemistry

Australia ●

Belgium (Flemish) ● ● ●

Bulgaria ● ● ● ●

Canada ●

Chile ●

a Chinese Taipei ●

Cyprus ●

Czech Republic ● ● ● ●

England ●

Finland ● ● ● ●

Hong Kong, SAR ●

Hungary ● ● ● ●

b Indonesia ●

Iran, Islamic Republic ●

Israel ●

Italy ●

Japan ●

Jordan ●

Korea, Republic of ●

Latvia ● ● ●

Lithuania ● ● ●

Macedonia, Republic of ● ● ● ●

Malaysia ●

Moldova ● ● ● ●

Morocco ● ● ● ●

c Netherlands ● ● ●

New Zealand ●

Philippines ●

Romania ● ● ● ●

Russian Federation ● ● ● ●

Singapore ●

Slovak Republic ● ● ● ●

Slovenia ● ● ●

South Africa ●

Thailand ●

Tunisia ●

Turkey ●

d United States ●
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16.6 Reporting Teacher 
Background Data

In the eighth grade, mathematics and science are generally taught 
by different teachers. Accordingly, there was one questionnaire for 
mathematics teachers and another for science teachers, the two 
having some general questions in common but different subject-
matter-related questions. The procedure was to sample a mathe-
matics class from each participating school, administer the test to 
those students, and ask all their mathematics and science teachers 
to complete a Teacher Questionnaire. In countries with different 
teachers for each of the science subjects, all science teachers of the 
students in the sampled classes completed questionnaires. The 
Teacher Questionnaire was divided into two sections: Section A 
asked about teachers’ general background and Section B asked 
class-specific questions about instructional practices. Where teach-
ers taught more than one mathematics or science class to the sam-
pled students, they were to complete only one Section A but a 
Section B for each class taught. Thus, the information about 
instruction was tied directly to the students tested and the mathe-
matics and science classes in which they were taught. 

Because the sampling for the Teacher Questionnaires was based 
on participating students, these responses do not necessarily 
represent all of the teachers of the target grade in each of the 
TIMSS countries or Benchmarking jurisdictions. Rather, they 
represent teachers of the representative samples of students 
assessed. It is important to note that in the TIMSS 1999 Bench-
marking reports, the student is always the unit of analysis, even 
when information from the Teacher Questionnaires is being 
reported. That is, the data presented are the percentages of 
students whose teachers reported various characteristics or 
instructional strategies. Using the student as the unit of analy-
sis makes it possible to describe the instruction given to 
representative samples of students. Although this approach 
may provide a different perspective from that obtained by sim-
ply collecting information from teachers, it is consistent with 
the TIMSS goals of illuminating students’ educational con-
texts and performance.

Data collected from mathematics teachers were presented in 
the TIMSS 1999 Mathematics Benchmarking Report, and those 
collected from science teachers in the TIMSS 1999 Science 
Benchmarking Report. Where possible and relevant, the aver-
age achievement of students was reported for each teacher 
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response category exhibit to show the relationship with achieve-
ment. For indices computed from teacher data, percentages of 
students and average achievement are displayed at the high, 
medium, and low level of the index. 

The data obtained from the science teachers were displayed in 
two ways. The general science data were presented together for 
all science teachers in each country or jurisdiction. Data specific 
to the science subject, such as preparation to teach the sciences, 
instructional time in the sciences, and emphasis on experiments, 
were presented both for the general science teachers and for the 
separate-subject teachers. The tracking information provided by 
schools that identified teachers by the type of course taught to 
the sampled students — mathematics, physics, biology, chemistry, 
earth science, or integrated science — was used to organize the 
panels for exhibits showing data for the separate sciences.

In general, the countries displayed in the separate-science 
panels correspond to those in Exhibit 16.2.4 Exceptions 
include Chinese Taipei and Indonesia, which were shown in 
the separate-science panels in the exhibits based on science 
teacher data but in the general/integrated panels in those 
based on student data. Although the students were asked the 
general science questions, the teachers in Chinese Taipei were 
identified as physics/chemistry teachers and were reported in 
the physics panel; the teachers in Indonesia were identified as 
biology or physics teachers, and were reported in the corre-
sponding panels. Furthermore, in a few other countries, some 
combined science subjects were taught by the same teachers. 
In Finland, Morocco, and The Netherlands, some teachers 
were identified as physics/chemistry teachers; in Finland and 
Morocco, some were identified as biology/earth science teach-
ers. The data for teachers who teach more than one subject 
were reported in only one panel to avoid duplicating the infor-
mation; biology/earth science was reported in the biology 
panel and physics/chemistry in the physics panel.

Another consequence of the TIMSS design was that since stu-
dents were usually taught mathematics and science by different 
teachers and often were taught one subject by more than one 
teacher, they had to be linked to more than one teacher for 

4. Not all countries listed in Exhibit 16.2 had questionnaire data reported in the Bench-
marking reports. Data from only 13 selected countries were reported.
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reporting purposes. When a student was taught a subject by 
more than one teacher, the student’s sampling weight used in 
reporting results for the subject was distributed among those 
teachers. The student’s contribution to student population esti-
mates thus remained constant regardless of the number of 
teachers. This was consistent with the policy of reporting 
attributes of teachers and their classrooms in terms of the per-
centages of students taught by teachers with these attributes. 
Exceptions were where student-level variables were based on 
composite responses of all of the students’ teachers in a given 
subject. Analyses of this type involved computing the sum or 
determining the highest value reported across all of a student’s 
teachers. The composite values obtained were then used to 
produce the reported student-weighted statistics (e.g., total 
instructional time in the subjects and the degree of content 
coverage in mathematics or science).

16.7 Reporting School 
Background Data

The principals of the selected schools in TIMSS completed 
questionnaires on the school contexts in which the learning 
and teaching of mathematics and science occur. Although 
schools constituted the first stage of sampling, the TIMSS 
school sample was designed to optimize the student sample, 
not to provide an optimal sample of schools.5 Therefore, like 
the teacher data, the school-level data were reported using the 
student as the unit of analysis to describe the school contexts 
for the representative samples of students. In general, the 
exhibits based on the school data present percentages of stu-
dents in schools with different characteristics for each country 
or Benchmarking jurisdiction and for the international average 
of all TIMSS countries. In a few instances, average numerical 
values for open-ended questions were computed across stu-
dents (e.g., instructional time, hours the principal spends on 
different activities).

16.8 Reporting 
Curriculum 
Questionnaire Data

One chapter in each of the TIMSS 1999 Benchmarking reports 
was devoted to data from the Curriculum Questionnaire. This 
chapter included summary information about the structure and 
organization of the mathematics and science curriculum: the 
level of centralization (i.e., national, regional, local); when the 

5. See chapter 5 for a description of the sample design for the TIMSS 1999 countries 
and chapter 6 for a description of the sample design for the TIMSS 1999 Benchmark-
ing participants.
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curriculum was introduced and its current status; methods used 
to support and monitor curriculum implementation; use of pub-
lic examinations and system-wide assessments; percentage of 
instructional time specified for mathematics and science; differ-
entiation of instruction for students with different abilities or 
interests; emphasis placed on different approaches and pro-
cesses; and subjects offered at the eighth grade (science only). 
For TIMSS countries without a national curriculum (i.e., Austra-
lia, Canada, and the United States), composite information that 
reflected the curriculum across the states or provinces was pro-
vided in answer to most questions. 

A major function of the Curriculum Questionnaires was to collect 
information about which topics in mathematics and science were 
intended to have been taught by the end of the eighth grade. 
Responses were summarized to give the percentages of the topics 
in each content area that were intended to be taught to all or 
almost all of the eighth-grade students in each country or Bench-
marking jurisdiction. Detailed information on the percentage of 
students intended to be taught each mathematics or science topic 
was reported in the accompanying reference section. Most of 
these topics were addressed by items on the TIMSS achievement 
tests. (In the Teacher Questionnaires, these topics were also pre-
sented to the mathematics and science teachers, who were asked 
to what extent they had been covered in class during the year or in 
previous years.) The curriculum chapters in the Benchmarking 
reports present both teachers’ reports of the topics actually 
taught (i.e., the implemented curriculum) and reports from 
Benchmarking Coordinators of topics intended to be taught 
(i.e., the intended curriculum), providing complementary per-
spectives on the coverage of the mathematics and science curric-
ulum in each country. 

16.9 Reporting Response 
Rates for 
Background 
Questionnaire Data

While it is desirable that all questions included in a data collec-
tion instrument be answered by all intended respondents, a cer-
tain percentage of non-response is inevitable. Not only do some 
questions remain unanswered; sometimes entire questionnaires 
are not completed or not returned. In TIMSS 1999 Benchmark-
ing, since teachers, students, or principals sometimes did not 
complete the questionnaire assigned to them or some questions 
within it, certain variables had less than a 100% response rate.
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The handling of non-responses varied depending on how the data 
were to be reported. For background variables that were reported 
directly, the non-response rates indicate the percentage of stu-
dents for whom no response was available for a given question. In 
general, derived variables based on more than one background 
question were coded as missing if data for any of the required 
background variables were missing. For index variables, however, 
cases were coded as missing only if there was no response for 
more the one-third of the questions used to compute the index; 
index values would be computed if there were valid data for at 
least two-thirds of the required variables. 

The tables in the TIMSS 1999 Benchmarking reports contain spe-
cial notations on response rates for the background variables. 
Although in general the response rates for the student and 
school background variables were high, some variables and some 
countries or jurisdictions exhibited less than acceptable rates. 
The non-response rates were somewhat higher for the teacher 
background data, particularly in cases where teachers were 
required to complete more than one questionnaire. Since the 
student is the unit of analysis, the non-response rates given in 
the Benchmarking reports always reflect the percentage of stu-
dents for whom the required responses from students, teachers, 
or schools were not available. The following special notations 
were used to convey information about response rates in tables in 
the TIMSS 1999 Benchmarking reports.6 

• For a country or jurisdiction where student, teacher or school 
responses were available for 70% to 84% of the students, “r” 
appears next to the data. 

• Where student, teacher, or school responses were available 
for 50% to 69% of the students, “s” appears next to the data 
for that country or jurisdiction. 

• When student, teacher or school responses were available for 
less than 50% of the students, “x” replaces the data.

• When the percentage of students in a particular category fell 
below 2%, achievement data were not reported in that cate-
gory. The data were replaced by a tilde (~).

6. Since the information from the Curriculum Questionnaires was obtained at the 
national or jurisdiction level, no non-response flags were necessary in exhibits based 
on these data.
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• When data were unavailable for all respondents in a coun-
try or jurisdiction, dashes (--) were used in place of data in 
all of the affected columns.7 

16.10 Summary This chapter presented how TIMSS reported and analyzed the 
background data collected for the Benchmarking Study from stu-
dents, teachers, schools, and Benchmarking jurisdiction coordi-
nators. It documented how summary indices were created, as well 
as the consensus approach used in developing the TIMSS 1999 
Benchmarking reports. 

7. A dash usually indicates that a background question was not administered, but 
could also reflect translation problems or the administration of a question that was 
judged to be not internationally comparable. In the exhibits based on the separate 
science subjects, dashes for specific countries reflect the science subjects not 
included in each country.
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25 South Front Street, 5th Floor
Columbus OH 43215

Linda Williams
Mentor Exempted Village
6451 Center Street
Mentor OH 44060

Paul R. Williams
Project SMART Consortium
Beachwood City School District
24601 Fairmount Boulevard
Beachwood OH 44122

 

Rochester City School District

 

Ann Pinnella Brown
Rochester City School District
131 West Broad Street
Rochester NY 14614

Cecilia Golden
Rochester City School District
131 West Broad Street
Rochester NY 14614

Corinthia Sims
Rochester City School District
131 West Broad Street
Rochester NY 14614

 

Southwest Pennsylvania Math and 
Science Collaborative

 

Nancy Bunt
2650 Regional Enterprise Tower
425 Sixth Avenue
Pittsburgh PA 15219

Marcia Seeley
2650 Regional Enterprise Tower
425 Sixth Avenue
Pittsburgh PA 15219

Lou Tamler
2650 Regional Enterprise Tower
425 Sixth Avenue
Pittsburgh PA 15219

Cynthia A. Tananis
University of Pittsburgh
5P26 WWPH School of Education
Pittsburgh PA 15260
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Australia

 

Susan Zammit
Australian Council for Educ. Res.(ACER)
19 Prospect Hill Rd. 
Private Bag 55
Camberwell, Victoria 3124

 

Belgium (Flemish)

 

Christiane Brusselmans-Dehairs 
Jean-Pierre Verhaeghe
Vakgroep Onderwijskunde Universiteit Gent
Henri Dunantlaan 2
B 9000 Gent 

Ann Van Den Broeck
Dekenstraat 2
AFD.Didaktiek
3000 Leuven

Jan Van Damme
AFD.Didaktiek
Vesaliusstraat 2
B-3000 Leuven

 

Bulgaria

 

Kiril Bankov
Faculty of Mathematics and Informatics
University of Sofia
1164 Sophia

 

Canada 

 

Alan Taylor
Applied Research and Evaluation Services (ARES)
University of British Columbia
6058 Pearl Avenue,
Burnaby, BC V5H 3P9

Richard Jones
Education Quality & Accountability Office(EQAO)
2 Carlton St., Suite 1200
Toronto, ON M5B2M9

Jean-Louis Lebel
Direction de la sanction des etudes
1035 rue De La Chevrotiere
26 etage
Quebec GIR 5A5

Michael Marshall
University of British Columbia
Faculty of Education, Rm 6
2125 Main Mall
Vancouver, BC V6T1Z4

 

Chile

 

Maria Ines Alvarez
Unidad de Curriculum y Evaluacion
Ministerio de Educacion
Alameda 1146
Sector B, Piso 8

 

National Research Coordinators

 

The TIMSS 1999 National Research Coordinators and their staff had the enormous task of 
implementing the TIMSS 1999 design. This required obtaining funding for the project; par-
ticipating in the development of the instruments and procedures; conducting field tests; par-
ticipating in and conducting training sessions; translating the instruments and procedural 
manuals into the local language; selecting the sample of schools and students; working with 
the schools to arrange for the testing; arranging for data collection, coding, and data entry; 
preparing the data files for submission to the IEA Data Processing Center; contributing to the 
development of the international reports; and preparing national reports. The way in which 
the national centers operated and the resources that were available varied considerably across 
the TIMSS 1999 countries. In some countries, the tasks were conducted centrally, while in 
others, various components were subcontracted to other organizations. In some countries, 
resources were more than adequate, while in some cases, the national centers were operating 
with limited resources. Of course, across the life of the project, some NRCs have changed. 
This list attempts to include all past NRCs who served for a significant period of time as well as 
all the present NRCs. All of the TIMSS 1999 National Research Coordinators and their staff 
members are to be commended for their professionalism and their dedication in conducting 
all aspects of TIMSS.
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Chinese Taipei

 

Jau-D Chen
Dean of General Affairs 
National Taiwan Normal University
162, E. Hoping Rd. Sec. 1
Taipei, Taiwan 117

 

Cyprus

 

Constantinos Papanastasiou
Department of Education
University of Cyprus
P.O. Box 20537
Nicosia CY-1678

 

Czech Republic

 

Jana Paleckova
Institute for Information of Education (UIV)
Senovazne nam.26
111 21 Praha 1

 

England

 

Graham Ruddock
National Foundation for Educational 

Research (NFER)
The Mere, Upton Park
Slough, Berkshire SL1 2DQ

 

Finland

 

Pekka Kupari
University of Jyvaskyla
Institute for the Educational Research
P. O. Box 35
SF – 40351 Jyvaskyla

 

Hong Kong, SAR

 

Frederick Leung
The University of Hong Kong – Department 

of Curriculum 
Faculty of Education, Rm. 219
Pokfulam Road
Hong Kong, SAR

 

Hungary

 

Péter Vari
National Institute of Public Education
Centre for Evaluation Studies
Dorottya u.8, Pf 701/420
1051 Budapest

 

Indonesia

 

Jahja Umar
Examiniation Development Center
Jalan Gunung Sahari Raya – 4
Jakarta Pusat
Jakarta

 

Iran, Islamic Republic

 

Ali Reza Kiamanesh
Ministry of Education
196, Institute for Education Research
Keshavaraz Blvd. 
Tehran, 14166

 

Israel

 

Ruth Zuzovsky
Tel Aviv University
School of Education
Center for Science and Technology Education
Ramat Aviv 69978

 

Italy

 

Anna Maria Caputo
Ministerio della Pubblica Istruzione
Centro Europeo Dell ‘Educazione (CEDE)
5- Villa Falconieri
Frascati (Roma) 00044

 

Japan

 

Yuji Saruta 
Hanako Senuma
National Institute for Educational Research (NIER)
6-5-22 Shimomeguro
Meguro-ku, Tokyo 153-8681

 

Jordan

 

Tayseer Al-Nhar
National Center for Human Resources Development
P. O. Box 560
Amman, Jordan 11941

 

Korea, Republic of

 

Sungsook Kim
Chung Park
Korea Institute of Curriculum & Evaluation (KICE)
25-1 Samchung-dong
GhongRo-Gu, Seoul 110-230

 

Latvia

 

Andrejs Geske
University of Latvia
IEA National Research Center
Jurmalas Gatve 74/76, Rm. 204A
Riga LV-1083

 

Lithuania

 

Algirdas Zabulionis
National Examinations Center
Ministry of Education and Science
M. Katkaus 44
Vilnius LT2051
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Macedonia, Republic of

 

Anica Aleksova
Ministry of Education and Science
Bureau for Development of Education
Ruder Boskovic St. bb.
1 000 Skopje

 

Malaysia

 

Azmi Zakaria
Ministry of Education
Level 2,3 &5 Block J South
Pusat Bandar Damansara, Kuala Lumpur
50604

 

Moldova, Republic Of

 

Ilie Nasu
Ministry of Education and Science
University “A. Russo”
Str. Puschin 38
Balti 3100

Lidia Costiuc
1 Piata Mazzi Adunazi Nationale
Chisinau

 

Morocco

 

Mohamed Fatihi
Direction de l’Evaluation du Systeme Educatif
Innovations Pedagogiques
32 Boulevard Ibn Toumert
Place Bob Rouah, Rabat

 

Netherlands

 

Klaas Bos
University of Twente
Centre for Applied Research in Education (OCTO)
P.O. Box 217
7500 AE Enschede

 

New Zealand

 

Megan Chamberlain
Ministry of Education
CER Unit-Research Division
45-47 Pipitea Street
Thorndon, Wellington

 

Philippines

 

Ester Ogena
DOST-Science Education Institute
3F PTRI Blg
Bicutan, Taguig
Metro Manila 1604

Vivien Talisayon
Institute Of Science & Mathematics 

Education Development
University of the Philippines UPISMED
Diliman, Quezon City

 

Romania

 

Gabriela Noveanu
Institute for Educational Sciences
Evaluation and Forecasting Division
Str. Stirbei Voda 37
Bucharest Ro-70732

 

Russian Federation

 

Galina Kovalyova
Center for Evaluating the Quality of Education
Institute of General Secondary Education
ul. Pogodinskaya 8
Moscow 119905

 

Singapore

 

Cheow Cher Wong
Research and Evaluation Branch
Ministry of Education
1 North Buona Vista Dr /MOE Building
Singapore, Singapore 138675

 

Slovak Republic

 

Olga Zelmanova 
Maria Berova
SPU-National Institute for Education
Pluhova 8, P. O. Box 26
Brastislava 830 00

 

Slovenia

 

Barbara Japelj
Educational Research Institute Ljubljana
Gerbiceva 62
Ljubljana 1000
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South Africa 

 

Sarah Howie 
Human Sciences Research Council 
134 Pretorius Street 
Private Bag X41
Pretoria 0001

 

Thailand

 

Precharn Dechsri
Institute For the Promotion of Teaching 

Science & Technology (IPST)
924 Sukhumvit Rd. Ekamai
Bangkok 10100

 

Tunisia

 

Ktari Mohsen
Ministere de l’Education
Boulevard Bab-Bnet
Tunis

 

Turkey

 

Yurdanur Atlioglu
Educational Research and Development Directorate
Gazi Mustafa Kemal Bulvani
No 109/5-6-7
Maltepe, Ankara 06570

 

United States

 

Patrick Gonzales
National Center for Education Statistics
U.S. Department of Education
1990 K St., NW Rm 9071
Washington, DC 20006
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Subject Matter Item Replacement Committee

Mathematics

 

Antoine Bodin, France
Anna-Maria Caputo, Italy
Nobert Delagrange, Belgium (Flemish)
Jan de Lange, Netherlands
Hee-Chan Lew, Republic of Korea
Mary Lindquist, United States
David Robitaille, Canada

 

Science

 

Hans Ernst Fischer, Germany
Galina Kovalyova, Russian Federation
Svein Lie, Norway
Masao Miyake, Japan
Graham Orpwood, Canada
Jana Strakova, Czech Republic
Carolyn Swain, England

 

Special Consultants

 

Chancey Jones, Mathematics
Christine O’Sullivan, Science

 

Questionnaire Item Review Committee

 

Im Hyung, Republic of Korea
Barbara Japelj, Slovenia
Trevor Williams, United States
Graham Ruddock, England
Klaas Bos, Netherlands

 

Scale Anchoring Committees

Mathematics

 

Anica Aleksova, Republic of Macedonia
Lillie Albert, United States
Kiril Bankov, Bulgaria
Jau-D Chen, Chinese Taipei
John Dossey, United States
Barbara Japelj, Slovenia
Mary Lindquist, United States
David Robitaille, Canada
Graham Ruddock, United Kingdom
Hanako Senuma, Japan
Pauline Vos, The Netherlands

 

Science

 

Audrey Champagne, United States
Galina Kovalyova, Russian Federation
Jan Lokan, Australia
Jana Paleckova, Czech Republic
Senta Raizen, United States
Vivien Talisayon, Philippines
Hong Kim Tan, Singapore

 

TIMSS 1999 Advisory Committees

 

The International Study Center at Boston College was supported in its work by advisory 
committees. The Subject Matter Item Replacement Committee was instrumental in devel-
oping the TIMSS 1999 tests, and the Questionnaire Item Review Committee revised the 
TIMSS questionnaires.  The Scale Anchoring Panel developed the descriptions of the 
international benchmarks in mathematics and science.
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